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WEAK INTEGRAL CONDITIONS FOR BMO

A. A. LOGUNOV, L. SLAVIN, D. M. STOLYAROV, V. VASYUNIN, AND P. B. ZATITSKIY

Abstract. We study the question of how much one can weaken the defining condition of
BMO. Specifically, we show that if Q is a cube in R

n and h : [0,∞) → [0,∞) is such that
h(t) −→

t→∞
∞, then

sup
J subcube Q

1

|J |

∫

J

h
(∣

∣ϕ− 1

|J|

∫

J
ϕ
∣

∣

)

< ∞ =⇒ ϕ ∈ BMO(Q).

Under some additional assumptions on h we obtain estimates on ‖ϕ‖BMO in terms of the
supremum above. We also show that even though the condition h(t) −→

t→∞
∞ is not necessary

for this implication to hold, it becomes necessary if one considers the dyadic BMO.

1. Introduction and main results

Let |E| denote the Lebesgue measure of a measurable set E ⊂ R
n. If 0 < |E| <∞, we use

the symbol 〈ϕ〉
E

for the average of a locally integrable function ϕ over E, 〈ϕ〉
E
= 1

|E|
∫

E ϕ.

Our main object of interest is the space BMO(Rn), first described by John and Nirenberg [4]:

(1.1) BMO(Rn) = {ϕ ∈ L1
loc : sup

cube J
〈|ϕ− 〈ϕ〉

J
|〉
J
<∞}.

Here the supremum is taken over all cubes J in R
n with sides parallel to the coordinate

axes. We will use the symbol BMO(Q) when J is restricted to be a subcube of a given cube
Q or simply write BMO when the context is clear or inconsequential.

It is known that for any p > 0 the mean oscillations in (1.1) can be replaced with mean
p-oscillations:

(1.2) BMO = {ϕ ∈ L1
loc : sup

cube J
〈|ϕ − 〈ϕ〉

J
|p〉

J
<∞}.

Our preferred definition is the one with p = 2, and we reserve the symbol ‖ϕ‖BMO for this
choice of p :

‖ϕ‖BMO = sup
cube J

(

〈|ϕ− 〈ϕ〉
J
|2〉

J

)1/2
= sup

cube J

(

〈ϕ2〉
J
− 〈ϕ〉2

J

)1/2
.

The BMO condition (1.1) self-improves even further, to local exponential integrability, a fact
that is quantified by the John–Nirenberg inequality (see [4]).

In this note, we investigate the reverse question: How far can one weaken the defining
condition of BMO? Specifically, if h is a non-negative function on [0,∞) and ϕ an integrable
function on a cube Q, let

(1.3) Kh,Q(ϕ) = sup
J subcube Q

〈h(|ϕ − 〈ϕ〉
J
|)〉

J
.

What conditions on h would ensure that if Kh,Q(ϕ) < ∞, then ϕ ∈ BMO(Q)? (Or, in
shorthand: “For what h does Kh imply BMO?”).
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The question of defining BMO by weak conditions is now classical, dating back to John [3]
and Strömberg [11]. The formulation closest to ours was studied by Long and Yang [6]. They
proved that if h is a non-negative, increasing, and continuous function on [0,∞) such that

lim
t→∞

h(t) = ∞ and h(s+ t) 6 h(s) + h(t) + C,

then a function satisfying the Kh condition also satisfies the John–Nirenberg inequality and
thus is in BMO. (They studied this question in spaces of homogeneous type, while attributing
the result for R

n to Fang and Wang, though we have not been able to locate that paper.)
This result was further generalized by Shi and Torchinsky in [7].

We prove a result similar to those in [6] and [7], but out proof uses a different, novel
technique, which we trust is particularly well suited for working with BMO. Our focus is on
explicit estimates, relating the BMO norm of a function and its Kh “norm.” As far as we
know, the norm estimates we present are new in all dimensions, but we also prove a separate,
much refined result in dimension 1. As a corollary to the main theorem, we obtain an even
stronger qualitative result, one that removes all conditions on h except for the limit condition
(this, second result, although of independent interest, could also be derived from Long and
Yang’s theorem). Here are our main theorems.

Theorem 1.1. Let h be a function continuous on [0,∞) and thrice differentiable on (0,∞)
such that

(1.4) h(0) = 0, h(t) −→
t→∞

∞,

and for all t > 0

(1.5) h′(t) > 0, h′′(t) < 0, h′′′(t) > 0.

Let Q be a cube in R
n. Assume that a function ϕ ∈ L1(Q) satisfies Kh,Q(ϕ) < ∞. Then

ϕ ∈ BMO(Q) and

(1.6) h−1
(

Kh,Q(ϕ)
)

6 ‖ϕ‖BMO(Q) 6 2−n/2−1h−1
(

2n+2Kh,Q(ϕ)
)

,

where h−1 is the inverse function to h on the interval [0,∞).

Remark 1.2. The left-hand inequality in (1.6) is elementary: because h is concave and in-
creasing, we have, for any cube J,

〈h(|ϕ − 〈ϕ〉
J
|)〉

J
6 h(〈|ϕ − 〈ϕ〉

J
|〉
J
) 6 h(‖ϕ‖BMO),

and we can now take the supremum over all J on the left and then invert h. Thus of principal
interest here is the right-hand estimate in (1.6).

Remark 1.3. It is easy to show that any increasing, concave function h on [0,∞) such that
h(0) = 0 automatically satisfies the triangle inequality:

(1.7) h(|s+ t|) 6 h(|s|) + h(|t|), ∀s, t ∈ R.

Our method allows us to obtain a much stronger version of Theorem 1.1 in the case n = 1.

Theorem 1.4. Let h be as in Theorem 1.1. Let Q be an interval and assume that ϕ is a non-

constant, locally integrable function on Q that satisfies Kh,Q(ϕ) < ∞. Then ϕ ∈ BMO(Q)
and for any subinterval J of Q we have the following sharp inequality :

(1.8)
〈ϕ2〉

J
− 〈ϕ〉2

J

4‖ϕ‖2BMO(Q)

h(2‖ϕ‖BMO(Q)) 6 〈h(|ϕ − 〈ϕ〉
J
|)〉

J
.
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Consequently,

(1.9) h−1
(

Kh,Q(ϕ)
)

6 ‖ϕ‖BMO(Q) 6
1

2
h−1

(

4Kh,Q(ϕ)
)

.

Remark 1.5. We note that while inequality (1.8) is sharp, in that there exists a non-constant
function ϕ for which it becomes an equality, the resulting norm inequality (1.9) may not
be sharp. This phenomenon is explained in [10]; it is due to the fact that the suprema in
‖ϕ‖BMO(Q) and Kh,Q(ϕ) are, in general, attained on different subintervals of Q.

Nonetheless, (1.9) gives the best known bounds for the BMO norm of ϕ in terms of Kh,Q(ϕ).
In particular, setting h(t) = tp for 0 < p < 1, we get the norm equivalence inequality of [10]:

‖ϕ‖BMOp(Q) 6 ‖ϕ‖BMO(Q) 6 22/p−1 ‖ϕ‖BMOp(Q),

where ‖ϕ‖BMOp(Q) is the supremum in (1.2) raised to the power 1/p.

Setting h(t) = log(1 + t) provides an appropriate analog of BMOp for p = 0 (note that

even though (〈|ϕ− 〈ϕ〉
J
|p〉

J
)1/p → exp 〈log |ϕ− 〈ϕ〉

J
|〉
J

as p→ 0, the function log t is not a
suitable candidate for this role, as it changes sign on (0,∞)). For this choice of h we get

eKh,Q(ϕ) − 1 6 ‖ϕ‖BMO(Q) 6
1

2
(e4Kh,Q(ϕ) − 1).

Our next theorem reflects the fact that an (almost) arbitrary h can be modified to fit the
hypotheses of Theorem 1.1, while largely preserving the Kh condition.

Theorem 1.6. Let h : [0,∞) → [0,∞) be a measurable function such that

(1.10) h(t) −→
t→∞

∞.

Let Q be a cube in R
n and let ϕ ∈ L1(Q) be such that Kh,Q(ϕ) <∞. Then ϕ ∈ BMO(Q).

As mentioned earlier, the qualitative result of Theorem 1.1 is not new. In fact, this theorem
can be obtained as a corollary of a key lemma due to John (see [3], p. 469; see Strömberg [11]
for a sharp version). Of principal interest in this paper is our method of proof. Traditional
proofs of BMO inequalities use stopping time arguments, such as the Calderón–Zygmund
decomposition in its various forms. Our proof uses Bellman functions instead, which is, very
roughly, a technique that estimates integral functionals by second-order variational calculus.
As a result, we obtain integral estimates directly, without having to bound the distribution
function of the BMO function in question. Moreover, we can expand the range of applicability
of our theorem by improving a single block in its proof. Indeed, the conditions on h are largely
those that allow us to solve the resulting Bellman PDE; as the method develops, we expect
to be able to handle very general classes of functions. One often sees Bellman functions in
conjunction with sharp results. Our results are only sharp in dimension 1 (Theorem 1.4), but
they are wholly new in this generality and precision.

We prove Theorem 1.1 by considering a dual problem: rather than assuming the Kh con-
dition on a function ϕ and then estimating ‖ϕ‖BMO(Q) from above in terms of Kh,Q(ϕ), we
estimate Kh,Q(ϕ) from below in terms of ‖ϕ‖BMO(Q) and then invert the resulting estimate
(this idea in the context of BMO was first used in [8]). The quantities involved are not a priori

finite for an arbitrary ϕ, and so we first prove our inequalities for dyadic-simple functions ϕ
and then employ an approximation argument. To prove the main estimate, we pose an ex-
tremal problem and present an appropriate substitute for its difficult-to-find solution (we call
that substitute a sub-solution, since it provides a lower estimate). The sub-solution is then
used in an inductive argument that yields the desired inequality.

The Bellman approach to problems on BMO was first implemented in the paper [9] on the
integral John–Nirenberg inequality. The Bellman treatment of the classical John–Nirenberg
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inequality can be found in [12]. In [10], the general Bellman theory of integral estimates on
BMO was initiated in the context of sharp Lp inequalities for BMO functions. That project
was much developed in [1] and [2]. The latter paper supplies the main ingredient we use here
(the extremal sub-solution). However, our presentation does not go into the details of its
origin. We simply verify that it has the properties we need and then use it in induction.

The paper is organized as follows: in Section 2 we prove Theorem 1.1, save for the main
estimate, Lemma 2.3, whose proof is presented in Section 3. Sections 4 and 5 give the proofs of
Theorems 1.4 and 1.6, respectively. Lastly, in Section 6, we consider the question of whether
the condition limt→∞ h(t) = ∞ is necessary for Kh to imply BMO. It turns out that the
answers are different for the usual BMO and its dyadic analog, BMOd.

2. Proof of Theorem 1.1

The proof is a reduction to the case of dyadic BMO for which a key estimate is obtained
using a Bellman function. As explained in Remark 1.2 we need to prove only the right-hand
inequality in (1.6).

For a cube Q ⊂ R
n and an integer m > 0, let D(Q) be the set of all dyadic subcubes of Q

and Dm(Q) = {J ∈ D(Q), |J | = 2−mn|Q|}. For ϕ ∈ L1(Q), let ϕm be its dyadic truncation
of order m :

ϕm =
∑

J∈Dm(Q)

〈ϕ〉
J
χJ .

If ϕ = ϕm for some m, we call ϕ dyadic-simple on Q.
We will use the dyadic BMO,

BMOd(Q) =
{

ϕ ∈ L1(Q) : ‖ϕ‖2
BMOd(Q)

def
= sup

J∈D(Q)

(

〈ϕ2〉
J
− 〈ϕ〉2

J

)

<∞
}

,

and the dyadic analogue of functional (1.3),

Kd
h,Q(ϕ) = sup

J∈D(Q)
〈h(|ϕ − 〈ϕ〉

J
|)〉

J
.

It is clear that ‖ϕm‖BMOd(Q) 6 ‖ϕ‖BMOd(Q) for all m. A slightly weaker inequality also holds

with Kd
h(·) in place of ‖ · ‖BMOd .

Lemma 2.1. Suppose h is a non-negative function on [0,∞) satisfying h(0) = 0 and (1.7).
Then, for any cube Q, function ϕ ∈ L1(Q), and integer m > 0,

Kd
h,Q(ϕm) 6 2Kd

h,Q(ϕ).

Proof. Take any i > 0 and J ∈ Di(Q). If i > m, then ϕm = 〈ϕm〉
J

on J and so

〈h(|ϕm − 〈ϕm〉
J
|)〉

J
= 〈h(0)〉

J
= 0.

If i < m, then 〈ϕ〉
J
= 〈ϕm〉

J
and, using the triangle inequality (1.7), we obtain

〈h(|ϕm − 〈ϕm〉
J
|)〉

J
6 〈h(|ϕ − 〈ϕ〉

J
|)〉

J
+ 〈h(|ϕ − ϕm|)〉

J

= 〈h(|ϕ − 〈ϕ〉
J
|)〉

J
+

∑

L∈Dm−i(J)

2(i−m)n 〈h(|ϕ − ϕm|)〉
L

= 〈h(|ϕ − 〈ϕ〉
J
|)〉

J
+

∑

L∈Dm−i(J)

2(i−m)n 〈h(|ϕ − 〈ϕ〉
L
|)〉

L

6 2Kd
h,Q(ϕ).

Taking the supremum over all J and then over all i yields the statement of the lemma. �
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We will need this lemma to prove that the condition Kd
h,Q(ϕ) < ∞ implies that ϕ ∈

BMOd(Q). However, if we already know that ϕ ∈ BMOd, we can refine the estimate of
Lemma 2.1, under some additional assumptions on h.

Lemma 2.2. Let h be an increasing, concave function on [0,∞) such that h(0) = 0. Then,
for any cube Q, function ϕ ∈ BMOd(Q), and integer m > 0,

Kd
h,Q(ϕm) 6 Kd

h,Q(ϕ) + h
(

‖ϕ − ϕm‖BMOd(Q)

)

.

Proof. Since ϕm is a bounded function, we have ϕ−ϕm ∈ BMOd(Q). Now, for any J ∈ D(Q),

〈h(|ϕm − 〈ϕm〉
J
|)〉

J
6 〈h(|ϕ − 〈ϕ〉

J
|)〉

J
+ 〈h(|(ϕ − ϕm)− 〈ϕ− ϕm〉

J
|)〉

J

6 〈h(|ϕ − 〈ϕ〉
J
|)〉

J
+ h(〈|(ϕ − ϕm)− 〈ϕ− ϕm〉

J
|〉
J
)

6 〈h(|ϕ − 〈ϕ〉
J
|)〉

J
+ h

(

‖ϕ− ϕm‖BMOd(Q)

)

.

Here we have used, in sequence: (1.7), the concavity of h, and the fact that h is increasing.
Now, the rightmost side of this inequality is bounded by Kd

h,Q(ϕ)+h
(

‖ϕ−ϕm‖BMOd(Q)

)

and,

taking the supremum over all J on the left, we obtain the statement of the lemma. �

Remark 2.3. The argument just given actually shows that
∣

∣Kd
h,Q(f)−Kd

h,Q(g)
∣

∣ 6 h
(

‖f − g‖BMOd(Q)

)

for any two functions f and g for which the quantities involved are finite. The same inequality
holds with Kh,Q and BMO(Q) in place of Kd

h,Q and BMOd(Q), respectively.

We would now like to show that for ϕ ∈ BMOd(Q) the functional Kd
h,Q(ϕ) admits a

non-trivial estimate from below in terms of ‖ϕ‖BMOd(Q). To that end, take t > 0 and let

(2.1) Ωt = {x = (x1, x2) ∈ R
2 : x21 6 x2 6 x21 + t2}

and for each x ∈ Ωt,

(2.2) Ex,t,Q = {ϕ : ϕ is dyadic-simple on Q, 〈ϕ〉
Q

= x1, 〈ϕ2〉
Q
= x2, ‖ϕ‖BMOd(Q) 6 t}.

We now define the following lower Bellman function:

(2.3) B
d
t (x1, x2) = inf{〈h(|ϕ|)〉

Q
: ϕ ∈ Ex,t,Q}.

Note that this function does not depend on the choice of Q . It is easy to show that Ex,t,Q is

non-empty for any t > 0 and any x ∈ Ωt. Let A(t) = B
d
t (0, t

2). The following lemma is a
direct consequence of the definition of A.

Lemma 2.4. For any cube Q and any dyadic-simple function ϕ on Q,

A(‖ϕ‖BMOd(Q)) 6 Kd
h,Q(ϕ).(2.4)

Proof. Since ϕ is dyadic-simple, it is in BMOd(Q); let t = ‖ϕ‖BMOd(Q). Furthermore, there

exists a dyadic subcube J ⊂ Q such that 〈(ϕ−〈ϕ〉
J
)2〉

J
= t2 and, therefore, ‖ϕ‖BMOd(J) = t .

Let ψ = ϕ|J − 〈ϕ〉
J
; then ψ lies in the set E(0,t2),t,J defined by (2.2) (with J in place of Q).

Therefore,

A(t) = B
d
t (0, t

2) 6 〈h(|ψ|)〉
J
= 〈h(|ϕ − 〈ϕ〉

J
|)〉

J
6 Kd

h,Q(ϕ).

�

Our next result lies deeper; it is the key element in the proof of Theorem 1.1. Its proof is
given in Section 3.
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Lemma 2.5. If h satisfies the conditions of Theorem 1.1, then for any t ≥ 0,

(2.5) A(t) > 2−(n+2)h
(

2(n+2)/2t
)

.

The next lemma is the equivalent of Theorem 1.1 for BMOd and Kd
h.

Lemma 2.6. If h satisfies the conditions of Theorem 1.1 and ϕ is such that Kd
h,Q(ϕ) < ∞,

then ϕ ∈ BMOd(Q) and

2−(n+2)h
(

2(n+2)/2‖ϕ‖BMOd(Q)

)

6 Kd
h,Q(ϕ).(2.6)

Proof. Setting h(∞) = ∞, and using, in order, the continuity of h, Lemma 2.5, Lemma 2.4,
and Lemma 2.1, we obtain

2−(n+2)h(2(n+2)/2‖ϕ‖BMOd(Q)) = lim
k→∞

2−(n+2)h(2(n+2)/2‖ϕk‖BMOd(Q))

6 lim sup
k→∞

A(‖ϕk‖BMOd(Q))

6 lim sup
k→∞

Kd
h,Q(ϕk)

6 2Kd
h,Q(ϕ).

Therefore, ϕ ∈ BMOd(Q), which immediately allows us to improve this estimate with the use
of Lemma 2.2. We have

A(‖ϕk‖BMOd(Q)) ≤ Kd
h,Q(ϕk) ≤ Kd

h,Q(ϕ) + h
(

‖ϕ− ϕk‖BMOd(Q)

)

.

It is easy to show that ϕk → ϕ in the BMOd(Q) norm, and so we can replace 2Kd
h,Q(ϕ) above

with Kd
h,Q(ϕ). �

We are now in the position to finish the proof of Theorem 1.1.

Proof of Theorem 1.1. Take any subcube J of Q . We have

Kd
h,J(ϕ) 6 Kh,J(ϕ) 6 Kh,Q(ϕ) <∞,

and so Lemma 2.6 applies:

2−(n+2)h
(

2(n+2)/2‖ϕ‖BMOd(J)

)

6 Kd
h,J(ϕ) 6 Kh,Q(ϕ).

Taking supremum over all J gives

2−(n+2)h
(

2(n+2)/2‖ϕ‖BMO(Q)

)

6 Kh,Q(ϕ),

which is equivalent to (1.6). �

3. Proof of Lemma 2.5

To prove Lemma 2.5, we present a non-trivial sub-solution of the extremal problem (2.3),
i.e., a function B on Ωt such that

(3.1) B(x) 6 B
d
t (x), ∀x ∈ Ωt,

and then show that

(3.2) B(0, t2) = 2−(n+2)h
(

2(n+2)/2t
)

.

Our sub-solution B comes from the general Bellman function theory of integral estimates
on BMO started in [10] and developed further in [1, 2]. To arrive at B , we first define a
special family of functions that are locally convex on Ωt (i.e., convex on every convex subset
of Ωt ) and then choose the largest element of that family for which we can establish (3.1)
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with minimal effort. The steps involved in constructing such locally convex or locally concave
functions are beyond the scope of this paper; we refer the interested reader to [10] and [2].
Here, we restrict ourselves to the simple verification of the fact that our chosen B possesses
properties (3.1) and (3.2).

We start by defining a function Gt on the set {x1 > 0} ∩ Ωt as follows:

(3.3) Gt(x1, x2) =































x2
1

x2
h(x2

x1
), x2 < 2tx1,

x2

4t2
h(2t), x1 6 t, x2 > 2tx1,

h(u) + (x1 − u)m(u), x1 > t, x2 > 2tx1,

where u = u(x1, x2) = x1 + t−
√

t2 − x2 + x21 , and the function m is the unique solution of
the following Cauchy problem

tm′(u) +m(u) = h′(u), m(2t) =
h(2t)

2t
.

We extend Gt to all of Ωt by symmetry:

(3.4) Gt(x1, x2) = Gt(−x1, x2) for x1 < 0.

The reader can verify by direct calculation that Gt defined by (3.3) and (3.4) is locally
convex on Ωt and that Gt(x1, x

2
1) = h(|x1|). This verification is somewhat harder in the part

of Ωt where Gt is defined using the function m. The reader is invited to consult Section 3.1
of [2] on how to deal with such difficulties.

We omit the trivial proof of the following lemma.

Lemma 3.1. Let U = (u1, u2) and V = (v1, v2) be two points in R
2 such that u2 > u21 and

v2 > v21 . Suppose that the midpoint (U + V )/2 lies in Ωt for some t > 0. Then the whole

segment [U, V ] lies in Ω√
2 t . Thus, if a function G is locally convex on Ω√

2 t , then

G
(U + V

2

)

6
1

2
G(U) +

1

2
G(V ).

Our next result follows by a repeated application of Lemma 3.1 to points formed by averages
of a BMO function. In Bellman-function contexts this kind of argument is often referred to
as “Bellman Induction.”

Lemma 3.2. Let Q be a cube in R
n. Suppose ϕ ∈ BMOd(Q) and ‖ϕ‖BMOd(Q) 6 t. Let G

be a locally convex function on Ω2n/2t. Then, for any k > 0,

G
(

〈ϕ〉
Q
, 〈ϕ2〉

Q

)

6
∑

J∈Dk(Q)

2−nkG
(

〈ϕ〉
J
, 〈ϕ2〉

J

)

.

Proof. Let J1, J2, . . . , J2n be an enumeration of the elements of D1(Q). Let

P1 =
2n−1
⋃

j=1

Jj , P2 =
2n
⋃

j=2n−1+1

Jj .

Since ‖ϕ‖BMOd(Q) 6 t, we have (〈ϕ〉
Q
, 〈ϕ2〉

Q
) ∈ Ωt. Lemma 3.1 now implies that both points

(

〈ϕ〉
P
1

, 〈ϕ2〉
P
1

)

and
(

〈ϕ〉
P
2

, 〈ϕ2〉
P
2

)

are in Ω√
2 t. Since G is locally convex on Ω2n/2t , it is

also locally convex on Ω√
2 t and thus

G
(

〈ϕ〉
Q
, 〈ϕ2〉

Q

)

6
1

2
G
(

〈ϕ〉
P
1

, 〈ϕ2〉
P
1

)

+
1

2
G
(

〈ϕ〉
P
2

, 〈ϕ2〉
P
2

)

.
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Now, write P1 = R1 ∪ R2 and P2 = R3 ∪ R4, where each Ri is a union of 2n−2 elements of
D1(Q). By Lemma 3.1, we have (〈ϕ〉

Ri
, 〈ϕ2〉

Ri
) ∈ Ω2t and since G is locally convex on Ω2t ,

we get

G
(

〈ϕ〉
Q
, 〈ϕ2〉

Q

)

6
1

4

4
∑

i=1

G
(

〈ϕ〉
Ri
, 〈ϕ2〉

Ri

)

.

Continuing in this fashion we conclude that

(3.5) G
(

〈ϕ〉
Q
, 〈ϕ2〉

Q

)

6
∑

J∈D1(Q)

2−nG
(

〈ϕ〉
J
, 〈ϕ2〉

J

)

.

Since ‖ϕ‖BMOd(Q) 6 t, each point (〈ϕ〉
J
, 〈ϕ2〉

J
) is in Ωt , and so we can apply (3.5) again:

G
(

〈ϕ〉
Q
, 〈ϕ2〉

Q

)

6
∑

J∈D1(Q)

2−n
∑

L∈D1(J)

2−nG
(

〈ϕ〉
L
, 〈ϕ2〉

L

)

=
∑

J∈D2(Q)

2−2nG
(

〈ϕ〉
J
, 〈ϕ2〉

J

)

.

Repeating this process k − 2 more times yields the statement of the lemma. �

The final step of the proof now follows.

Lemma 3.3. For any x ∈ Ωt the inequality B
d
t (x) > G2n/2t(x) holds.

Proof. The function G2n/2t is locally convex on Ω2n/2t by construction. Fix any x ∈ Ωt and
any dyadic-simple function ϕ on a cube Q such that ‖ϕ‖BMOd(Q) 6 t and (〈ϕ〉

Q
, 〈ϕ2〉

Q
) = x .

For k large enough ϕ is constant on each cube J ∈ Dk(Q), i.e., ϕ = 〈ϕ〉
J

on J . Using

Lemma 3.2 and the boundary condition G2n/2t(x1, x
2
1) = h(|x1|), we obtain

G2n/2t(x) 6
∑

J∈Dk(Q)

2−nk G2n/2t

(

〈ϕ〉
J
, 〈ϕ2〉

J

)

=
∑

J∈Dk(Q)

2−nk G2n/2t

(

〈ϕ〉
J
, 〈ϕ〉2

J

)

=
∑

J∈Dk(Q)

2−nk h(|〈ϕ〉
J
|) = 〈h(|ϕ|)〉

Q
.

Taking the infimum over all such ϕ, which is precisely the infimum in the definition of B
d
t ,

finishes the proof. �

Formula (3.3) gives Gt(0, x2) =
x2

4t2
h(2t) and so

G2n/2t(0, t
2) = 2−n−2 h(2(n+2)/2 t).

Setting B(x) = G2n/2t(x), x ∈ Ωt, we see that both (3.1) and (3.2) are satisfied. The proof
of Lemma 2.5 is now complete. �

4. Proof of Theorem 1.4

Proof. In dimension 1, we do not need to resort to dyadic splits when running the Bellman
induction argument, as we did in Lemma 3.3 above. Instead, Lemmas 6.2 and 6.4 of [10] show
how one can construct a quasi-dyadic system of subintervals of Q and perform the induction
without having to enlarge the domain Ωt by a factor of

√
2 on every split.

Take any interval Q and a function ϕ on Q such that Kh,Q(ϕ) < ∞. By Theorem 1.1,
we have ϕ ∈ BMO(Q). Take M > 0 and let ϕM be the cut-off of ϕ at height M : ϕM =
ϕχ{|ϕ|≤M} +M χ{ϕ>M} −M χ{ϕ<−M}.

Now recall the locally convex function Gt defined on Ωt by (3.3) and (3.4). Let t =
‖ϕM‖BMO(Q). By Lemma 6.4 of [10], for any subinterval J of Q we have

Gt

(

0, 〈ϕ2
M 〉

J
− 〈ϕM 〉2

J

)

6 〈h(|ϕM − 〈ϕM 〉
J
|)〉

J
,
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or, using (3.3),

(4.1)
〈ϕ2

M 〉
J
− 〈ϕM 〉2

J

4‖ϕM‖2BMO(Q)

h(2‖ϕM‖BMO(Q)) 6 〈h(|ϕM − 〈ϕM 〉
J
|)〉

J
.

Arguing as in Lemma 2.2, we write

〈h(|ϕM − 〈ϕM 〉
J
|)〉

J
6 〈h(|ϕ − 〈ϕ〉

J
|)〉

J
+ h

(

‖ϕ− ϕM‖
BMOd(Q)

)

.

It is easy to show that 〈ϕM 〉
J
, 〈ϕ2

M 〉
J
, ‖ϕM‖BMO(Q), and ‖ϕ − ϕM‖BMO(Q) converge,

respectively, to 〈ϕ〉
J
, 〈ϕ2〉

J
, ‖ϕ‖BMO(Q), and 0, as M → ∞. Taking the limit, we obtain (1.8).

To prove that this inequality is sharp, we fix an interval Q and t > 0 and present a function
ϕ ∈ BMO(Q) with ‖ϕ‖BMO(Q) = t for which the inequality become equality. Without loss
of generality, we can set Q = [0, 1]. Consider the following function, which was constructed
in [10] to show sharpness in a similar situation:

ϕ(s) =











−2t, s ∈
[

0, 18
]

∪
[

7
8 , 1

]

,

0, s ∈
(

1
8 ,

7
8

)

,

2t, s ∈
[

7
8 , 1

]

.

We have ‖ϕ‖BMO(Q) = t, 〈ϕ〉
Q

= 0, 〈ϕ2〉
Q

= t, and 〈h(|ϕ − 〈ϕ〉
Q
|)〉

Q
= h(2t)/4, and thus

both sides of (1.8) are equal.
To prove the right-hand inequality in (1.9), bound the right-hand side of (1.8) by Kh,Q(ϕ),

take the supremum over all J, and invert h. �

5. Proof of Theorem 1.6

Proof. The idea is very simple: we construct a function h̃ on [0,∞) such that h̃ satisfies the

conditions of Theorem 1.1 and, in addition, h̃(x) 6 h(x) + C for all x and some constant C.
Then

Kh̃,Q(ϕ) < Kh,Q(ϕ) + C <∞
and so ϕ ∈ BMO(Q) by Theorem 1.1. The following lemma presents the construction.

Lemma 5.1. Let a function f : [0,∞) → [3,∞) be such that

f(t) −→
t→∞

∞.

Then there exists a smooth function f̃ : [0,∞) → [0,∞) such that

(5.1) f̃ 6 f, f̃(0) = 0, f̃(t) −→
t→∞

∞,

and for all t > 0,

(5.2) f̃ ′(t) > 0, f̃ ′′(t) < 0, f̃ ′′′(t) > 0.

Proof. Define a sequence {tm} by

t0 = 1, tm = inf{T : T > 2tm−1 and f(t) > m, ∀t > T}.
Now,

(5.3) f̃(t) =

∞
∑

m=3

(1− exp(−t/tm)), t > 0.

We have tm > 2m, hence

1− exp(−t/tm) 6
t

tm
6

t

2m
,
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which means that the series in (5.3) converges uniformly in t on any bounded subinterval
of [0,∞). Likewise, the series of the derivatives of 1 − exp(−t/tm) of any order converges

uniformly. Differentiating term-wise, we readily obtain (5.2). The fact that f̃(t) −→
t→∞

∞
follows since each summand in (5.3) is non-negative and increasing in t , with limit 1 as
t→ ∞.

It remains to prove f̃ 6 f . Suppose t ∈ [tm, tm+1) with m > 3, then f(t) > m . Note that

f̃(t) 6 f̃(tm+1) =

∞
∑

k=3

(1− exp(−tm+1/tk))

=

m
∑

k=3

(1− exp(−tm+1/tk)) +

∞
∑

k=m+1

(1− exp(−tm+1/tk))

< m− 2 +

∞
∑

k=m+1

tm+1

tk
6 m− 2 +

∞
∑

k=m+1

2m+1−k = m 6 f(t).

If t ∈ [0, t3), then

f̃(t) 6 f̃(t3) 6 3 6 f(t).

�

To finish the proof of the theorem, we simply take f = h+3 in the lemma and let h̃ = f̃ . �

6. Is the condition h(t) −→
t→∞

∞ necessary?

We have shown that if

(6.1) h(t) −→
t→∞

∞,

then Kh implies BMO. By Lemma 2.6, the equivalent statement also holds in the dyadic case.
A natural question arises: is (6.1) necessary for this implication to hold? If h is additionally
assumed to be increasing, the condition is trivially necessary, as otherwise h is a bounded
function. What can be said without that assumption? In this section, we give the answers for
both BMO and BMOd; the two cases turn out to be different. For the sake of simplicity we
consider only n = 1, but our constructions and proofs can be modified to fit any dimension.

6.1. The condition lim
t→∞

h(t) = ∞ is not necessary for Kh ⇒ BMO .

We present a suitable function h on [0,∞) for which (6.1) fails, but Kh still implies BMO.
Let h be any continuous non-negative function such that

h(t) = t2 if t ∈ [0, 1] ∪
(

∞
⋃

k=1

[

k + 1
4 , k +

3
4

]

)

.

At present we do not specify h(t) for other t; the following lemma works for all such h.

Lemma 6.1. If Q is an interval and ϕ ∈ L1(Q) is such that Kh,Q(ϕ) < M for some M > 0,

then ϕ ∈ BMO(Q) and ‖ϕ‖BMO(Q) 6
√
10M.

Proof. Fix any subinterval J ⊂ Q . We have to show that

〈(ϕ− 〈ϕ〉
J
)2〉

J
6 10M.

Suppose not. Without loss of generality, we can assume 〈ϕ〉
J
= 0. Let

A = {x ∈ J : h(|ϕ(x)|) 6= ϕ2(x)}, A+ = {x ∈ A : ϕ(x) > 1}, A− = {x ∈ A : ϕ(x) < −1}.
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Thus, A = A+ ∪A−. We have

10M |J | <
∫

J
ϕ2 =

∫

J\A
h(|ϕ|) +

∫

A
ϕ2.

Since 1
|J |

∫

J\A h(|ϕ|) 6 〈h(|ϕ − 〈ϕ〉
J
|)〉

J
6 Kh,Q(ϕ) < M, we obtain

∫

A
ϕ2 > 9M |J |,

therefore, either

(6.2)

∫

A+

ϕ2 > 4M |J | or

∫

A−

ϕ2 > 4M |J |.

It suffices to consider only the first case; the second one is completely symmetric. Since
〈ϕ〉

J
= 0, by Klemes’s version of the Riesz rising sun lemma (see [5]), there exists an at most

countable set {Lk} of disjoint subintervals of J such that 〈ϕ〉
Lk

= 1/2 and ϕ 6 1/2 a.e. on

J \ ∪Lk. If x /∈ ∪Lk, then ϕ(x) 6 1/2, therefore |A+ \ ∪Lk| = 0. Now,

|Lk|M >

∫

Lk

h
(

|ϕ− 〈ϕ〉
Lk

|
)

=

∫

Lk

h
(

|ϕ− 1
2 |
)

>

∫

Lk∩A+

h
(

|ϕ− 1
2 |
)

=

∫

Lk∩A+

(ϕ− 1
2)

2.

The last equality uses the fact that if x ∈ A+ , then |ϕ(x) − j| < 1/4 for some integer j and
so the fractional part {ϕ(x)− 1/2} ∈ (1/4, 3/4). We now sum these inequalities over k to get

∫

A+

(ϕ− 1
2 )

2
6M

(

∑

|Lk|
)

6M |J |,

which contradicts the first inequality in (6.2), since on A+ we have ϕ − 1/2 > ϕ/2 > 0 and
thus

∫

A+

(ϕ− 1
2)

2 >
1

4

∫

A+

ϕ2 > M |J |.
�

Observe that we can easily ensure that h(t) 6−→
t→∞

∞ , for example by requiring that h(k) = 0

for all integers k > 1.

6.2. The condition lim
t→∞

h(t) = ∞ is necessary for Kd
h ⇒ BMOd .

The example of h given in the previous section clearly does not work in the dyadic case.
As shown below, no other example can work either, meaning that the limit condition on h is
necessary in this case.

Lemma 6.2. If h is any non-negative function on [0,∞) for which (6.1) fails, and Q is

any interval, then there exists an integrable function ϕ on Q such that Kd
h,Q(ϕ) < ∞ while

ϕ /∈ BMOd(Q).

Proof. Without loss of generality, take Q = (0, 1). Since (6.1) fails, there exists a non-negative
sequence {tn} and a number M > 0 such that

tn −→
n→∞

∞ and h(tn) < M.

By taking an appropriate subsequence, if needed, we may assume that each interval [2k, 2k+1]
contains no more than one point tn. Now we can find a sequence of integers {nj} such that
2nj 6 t2j 6 2nj+1. Define ϕ on Q by

ϕ =

∞
∑

j=1

tjhnj ,



12 A. A. LOGUNOV, L. SLAVIN, D. M. STOLYAROV, V. VASYUNIN, AND P. B. ZATITSKIY

where hk is the L∞ -normalized Haar function of the interval Jk
def
= (2−k, 2−k+1), hk =

χJ+

k
− χJ−

k
(here J−

k and J+
k are the left and right halves of Jk, respectively). Observe that

ϕ ∈ L1(Q) :
∫

Q
|ϕ| =

∞
∑

j=1

tj 2
−nj 6

∞
∑

j=1

2(nj+1)/2 2−nj <∞.

Now, consider an interval J ∈ D(Q). If ϕ is not a.e. constant on J, then 〈ϕ〉
J
= 0 and so

|ϕ− 〈ϕ〉
J
| takes values in the set {t1, t2, ...} on J. If ϕ is constant on J , then |ϕ− 〈ϕ〉

J
| = 0

on J. Therefore, Kd
h,Q(ϕ) 6 max{h(0),M} < ∞. However, ϕ is not in BMO(Q) as it is not

square-integrable on Q :
∫

Q
ϕ2 =

∞
∑

j=1

t2j 2
−nj = ∞.

�
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