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# MULTIPLICITY OF POSITIVE SOLUTIONS TO THE BOUNDARY-VALUE PROBLEMS FOR FRACTIONAL LAPLACIANS 


#### Abstract

N. S. Ustinov*

UDC 517

For the problem $(-\Delta)^{s} u=u^{q-1}$ in the annulus $\Omega_{R}=B_{R+1} \backslash B_{R} \in \mathbb{R}^{n}$, a so-called" multiplicity effect" is established: for each $N \in \mathbb{N}$ there exists $R_{0}$ such that for all $R \geq R_{0}$ this problem has at least $N$ different positive solutions. $(-\Delta)^{s}$ in this problem stands either for Navier-type or for Dirichlet-type fractional Laplacian. Similar results were proved earlier for the equations with the usual Laplace operator and with the p-Laplacian operator. Bibliography: 22 titles.


## 1. Introduction

In the present paper we study the multiplicity of positive solutions of the equation with a fractional Laplacian,

$$
\begin{equation*}
(-\Delta)^{s} u=|u|^{q-2} u \quad \text { in } \quad \Omega_{R}, \quad u \in \widetilde{H}^{s}\left(\Omega_{R}\right) \tag{1}
\end{equation*}
$$

in the annulus $\Omega_{R}=B_{R+1} \backslash B_{R} \in \mathbb{R}^{n}$ for $s \in(0,1), 2<q<2_{n}^{*} \equiv \frac{2 n}{(n-2 s)_{+}}$. The fractional Laplacian $(-\Delta)^{s}$ on the left-hand side of equation (1) can be understood in the sense of Dirichlet or Navier, see Sec. 2.

The multiplicity effect was first discovered by C. Coffman [4], who showed that for $n=2$ the problem

$$
\begin{equation*}
-\Delta u=|u|^{q-2} u \quad \text { in } \quad \Omega_{R},\left.\quad u\right|_{\partial \Omega_{R}}=0 \tag{2}
\end{equation*}
$$

has any preassigned number of positive solutions (not obtained from each other by rotation) for $q>2$ and sufficiently large $R$.

In [11], the multiplicity of solutions to problem (2) was proved for $n \geq 4,2<q<2^{*}$ ㅋ $\frac{2 n}{(n-2)+}$, and also the question of existence of non-radial solutions for $q \geq 2^{*}$ was considered.

The multiplicity of solutions for $n=3$ was obtained in [1].
Later in [16] and [9], similar results were obtained for an equation with $p$-Laplacian $\Delta_{p} u=$ div $\left(|\nabla u|^{p-2} \nabla u\right)$ : the problem

$$
-\Delta_{p} u=|u|^{q-2} u \quad \text { in } \quad \Omega_{R},\left.\quad u\right|_{\partial \Omega_{R}}=0
$$

has any preassigned number of different positive solutions for $1<p<\infty, p<q<p^{*} \equiv \frac{n p}{(n-p)_{+}}$ and sufficiently large $R$.

We obtain analogous results for problem (1) for $n \neq 3$. We note that the operator of fractional Laplacian is nonlocal, which does not allow us to use the technique presented in the above papers.

The present paper has the following structure: in Sec. 2, the basic definitions used in this paper are given. In Sec. 3, we prove lemmas which helps us to obtain the energy estimates of radial functions in the space $\widetilde{H}^{s}\left(\omega_{R}\right)$. In Sec. 4, we describe the behavior of energy as $R \rightarrow+\infty$. Finally, we prove the main result, Theorem 6, in Sec. 5. Most technical details are in the Appendix.

In what follows, different absolute constants are denoted by $C$. In the case of the dependence of a constant on a parameter, this parameter is indicated in parentheses. The notation $a \asymp b$ means that the two-sided estimate $C_{1} b \leq a \leq C_{2} b$ with the constants independent of $R$ is true.

[^0]A ball of radius $r$ with center at the point $x$ is denoted by $B_{r}(x)$. If $x=0$, then, for brevity, we denote it by $B_{r}$. Throughout the paper, the zero vector of dimension $m$ is denoted by $\mathbb{O}_{m}$.

## 2. Definitions and basic concepts

We denote by $\omega_{R}$ the annulus in $\mathbb{R}^{1}: \omega_{R}=[-R-1,-R] \cup[R, R+1]$. A function with support in $\omega_{R}$ or $\Omega_{R}$ is denoted by $u_{R}$, emphasizing the dependence on the radius $R$.

The Fourier transform in the space $\mathbb{R}^{n}$ is given by the formula

$$
\mathcal{F} u(\xi):=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} e^{-i \xi \cdot x} u(x) d x .
$$

We recall the definition of the spaces $H^{s}\left(\mathbb{R}^{n}\right)$ and $\widetilde{H}^{s}\left(\Omega_{R}\right)$ (see, for example, [18, Secs. 2.3.3, 4.3.2]):

$$
\begin{aligned}
& H^{s}\left(\mathbb{R}^{n}\right)=\left\{\left.u \in L_{2}\left(\mathbb{R}^{n}\right)\left|\int_{\mathbb{R}^{n}}\left(1+|\xi|^{2 s}\right)\right| \mathcal{F} u(\xi)\right|^{2} d \xi<+\infty\right\}, \\
& \widetilde{H}^{s}\left(\Omega_{R}\right)=\left\{u \in H^{s}\left(\mathbb{R}^{n}\right) \mid \operatorname{supp}(u) \subset \bar{\Omega}_{R}\right\} .
\end{aligned}
$$

The fractional Laplacian $(-\Delta)^{s} u$ on the Schwartz class

$$
\mathcal{S}=\left\{u \in \mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right)\left|\sup _{x \in \mathbb{R}^{n}}\right| x^{\alpha} D^{\beta} u(x) \mid<+\infty \quad \text { for all } \alpha, \beta\right\}
$$

is given by the formula

$$
(-\Delta)^{s} u=\mathcal{F}^{-1}\left(|\xi|^{2 s} \mathcal{F} u(\xi)\right)
$$

The quadratic form of this operator has the form

$$
\begin{equation*}
\left((-\Delta)^{s} u, u\right)=\int_{\mathbb{R}^{n}}|\xi|^{2 s}|\mathcal{F} u(\xi)|^{2} d \xi \tag{3}
\end{equation*}
$$

The fractional Dirichlet Laplacian $(-\Delta)_{D}^{s}$ in the domain $\Omega_{R}$, also called the restricted fractional Laplacian, is a self-adjoint operator defined by the quadratic form (3) restricted to the domain $\widetilde{H}^{s}\left(\Omega_{R}\right)$.

The fractional Navier Laplacian $(-\Delta)_{N}^{s}$ is the $s$ th power of the Laplace operator in the sense of the spectral theory, i.e., the self-adjoint operator defined by its quadratic form

$$
\begin{equation*}
\left((-\Delta)_{N}^{s} u, u\right)=\sum_{j=1}^{\infty} \lambda_{j}^{s}\left(u, \phi_{j}\right)^{2}, \tag{4}
\end{equation*}
$$

where the $\lambda_{j}$ and $\phi_{j}$ are the eigenvalues and orthonormal eigenfunctions of the Laplace operator with the Dirichlet condition in the domain $\Omega_{R}$. The fractional Navier Laplacian $(-\Delta)_{N}^{s} u$ is also called the spectral fractional Laplacian. It is well known (see, for example, [12, Lemma 1]) that for $s \in[0,1]$, the domain of the quadratic form (4) coincides with $\widetilde{H}^{s}\left(\Omega_{R}\right)$. We emphasize that both operators are nonlocal for $s \notin \mathbb{Z}$.

The norm in the space $\widetilde{H}^{s}\left(\Omega_{R}\right)$ is induced by the norm in the space $H^{s}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\|u\|_{\widetilde{H}^{s}\left(\Omega_{R}\right)}^{2}=\|u\|_{L_{2}\left(\Omega_{R}\right)}^{2}+\left((-\Delta)_{D}^{s} u, u\right) . \tag{5}
\end{equation*}
$$

However, by the Friedrichs inequalities (see Appendix, Lemma 3) in the space $\widetilde{H}^{s}\left(\Omega_{R}\right)$, quadratic forms (3) and (4) yield for $s \in[0,1]$ the norm

$$
[u]_{D, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2}:=\left((-\Delta)_{D}^{s} u, u\right) \asymp\|u\|_{\widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} \asymp\left((-\Delta)_{N}^{s} u, u\right)=:[u]_{N, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2}
$$

equivalent to norm (5). We note the following inequality for quadratic forms (3) and (4) (see [12, Theorem 1]): for $s \in(0,1)$ and $u \not \equiv 0$,

$$
\begin{equation*}
\left((-\Delta)_{N}^{s} u, u\right)>\left((-\Delta)_{D}^{s} u, u\right) \tag{6}
\end{equation*}
$$

Recall that a quadratic form for the fractional Dirichlet Laplacian can be obtained by means of the Caffarelli-Sylvestre extension [2]. Namely, for $u \in \widetilde{H}^{s}\left(\Omega_{R}\right), s \in(0,1)$, the minimum of the functional

$$
\mathcal{E}_{s}^{D}(w)=\int_{0}^{+\infty} \int_{\mathbb{R}^{n}} t^{1-2 s}|\nabla w(x, t)|^{2} d x d t
$$

over the functional space

$$
\mathfrak{W}^{D}=\left\{w(x, t)\left|\mathcal{E}_{s}^{D}(w)<+\infty, w\right|_{t=0}=u\right\}
$$

is achieved on a unique function $\widetilde{w}_{D}$ and gives the value of the square of the Dirichlet norm in $\widetilde{H}^{s}(\Omega)$ up to the constant $C(s)=\frac{4^{s} \Gamma(1+s)}{2 s \cdot \Gamma(1-s)}$ :

$$
[u]_{D, \widetilde{H}^{s}(\Omega)}^{2}=C(s) \mathcal{E}_{s}^{D}\left(\widetilde{w}_{D}\right) .
$$

Similarly, for the fractional Navier Laplacian, the quadratic form is obtained by the StingaTorrea extension [20]: the minimum of the functional

$$
\mathcal{E}_{s}^{N}(w)=\int_{0}^{+\infty} \int_{\Omega} t^{1-2 s}|\nabla w(x, t)|^{2} d x d t
$$

over the functional space

$$
\mathfrak{W}^{N}=\left\{w(x, t)\left|\mathcal{E}_{s}^{N}(w)<+\infty, w\right|_{t=0}=u,\left.w\right|_{x \in \partial \Omega}=0\right\}
$$

is achieved on a single function $\widetilde{w}_{N}$, and the following formula is true (see, for example, [14, (2.6)])

$$
[u]_{N, \widetilde{H}^{s}(\Omega)}^{2}=C(s) \mathcal{E}_{s}^{N}\left(\widetilde{w}_{N}\right) .
$$

For the spaces $\widetilde{H}^{s}(\Omega)$, the Sobolev inequalities hold true (see, e.g., [18, 2.8.1/15]): for $u \in \widetilde{H}^{s}(\Omega)$ and $s<\frac{n}{2}$,

$$
\begin{equation*}
[u]_{D, \widetilde{H}^{s}(\Omega)}^{2} \geq C_{s}\|u\|_{L_{2_{n}^{*}}(\Omega)}^{2} \quad \text { and } \quad[u]_{N, \tilde{H}^{s}(\Omega)}^{2} \geq C_{s}\|u\|_{L_{2_{n}^{*}}(\Omega)}^{2} \tag{7}
\end{equation*}
$$

(we recall that $2_{n}^{*} \equiv \frac{2 n}{(n-2 s)_{+}}$stands for the critical Sobolov embedding exponent). The exact constant $C_{s}$ in the inequality for the Dirichlet norm does not depend on the domain; its value was found in [5]. The equality of exact constants for the Navier and Dirichlet norms was obtained in [21] and [7] for $s=2$, in [6] for $s \in \mathbb{N}$, and in [13] for an arbitrary $s$.

Inequalities (7) imply the continuity of the embedding of $\widetilde{H}^{s}(\Omega)$ into $L_{q}(\Omega)$ for the critical exponent $q=2_{n}^{*}$, that in turn provides the compactness of the embedding for $q<2_{n}^{*}$.

Let $G$ be a closed subgroup of $O(n)$. Denote by $\mathfrak{L}_{G}^{s}$ the subspace of $G$-invariant functions in $\widetilde{H}^{s}\left(\Omega_{R}\right)$,

$$
\mathfrak{L}_{G}^{s}=\left\{u \in \widetilde{H}^{s}\left(\Omega_{R}\right) \mid u(x)=u(g x) \text { for all } g \in G\right\} .
$$

The subspace of functions $L_{q, G}\left(\Omega_{R}\right)$ is defined similarly:

$$
L_{q, G}\left(\Omega_{R}\right)=\left\{u \in L_{q}\left(\Omega_{R}\right) \mid u(x)=u(g x) \text { for all } g \in G\right\} .
$$

We follow to the notation introduced in [16]: an admissible ( $m, k$ )-decomposition of the space $\mathbb{R}^{n}$ is defined to be the decomposition $\mathbb{R}^{n}=\left(\mathbb{R}^{m}\right)^{l} \oplus \mathbb{R}^{k}$, where $l$, $m \in \mathbb{N}, k \in \mathbb{Z}_{+}$, and

$$
m l+k=n, \quad m \geq 2, \quad k=0 \quad \text { or } \quad k \geq m
$$

For example,

$$
\mathbb{R}^{7}=\left(\mathbb{R}^{2}\right)^{2} \oplus \mathbb{R}^{3}, \quad \mathbb{R}^{7}=\left(\mathbb{R}^{2}\right)^{1} \oplus \mathbb{R}^{5}, \quad \mathbb{R}^{7}=\left(\mathbb{R}^{3}\right)^{1} \oplus \mathbb{R}^{4}, \quad \mathbb{R}^{7}=\left(\mathbb{R}^{7}\right)^{1}
$$

are admissible decompositions of $\mathbb{R}^{7}$. In the estimates containing the admissible $(m, k)$-decompositions, we denote by $x$ the points of the space $\mathbb{R}^{n}$, by $y$ the points of the space $\mathbb{R}^{m}$, and by $z$ the points of the space $\mathbb{R}^{k}$. Thus ${ }^{1}, X=\left(y_{1}, \ldots, y_{l}, z\right)$. In spherical coordinates, the points are written as $x=\left(r_{x}, \theta_{x}\right), y=\left(r_{y}, \theta_{y}\right)$, and $z=\left(r_{z}, \theta_{z}\right)$, Thus, $x=\left(r_{y_{1}}, \ldots, r_{y_{l}}, r_{z}, \theta_{y_{1}}, \ldots, \theta_{y_{l}}, \theta_{z}\right)$. A function is said to be $m$-radial if it depends only on $r_{y_{1}}, \ldots, r_{y_{l}}, r_{z}$, and ( $m, k$ )-radial if it is $m$-radial and invariant with respect to all permutations of the vectors $y_{1}, \ldots, y_{l}$. The group generating the space of all ( $m, k$ )-radial functions, is denoted by $G_{m, k}$.

## 3. Auxiliary statements

The solution of the equation (1) is by definition a weak solution $u^{*} \in \widetilde{H}^{s}\left(\Omega_{R}\right)$, that is

$$
\begin{equation*}
\left((-\Delta)_{D}^{s} u^{*}, h\right) \equiv \int_{\mathbb{R}^{n}}|\xi|^{2 s} \operatorname{Re}\left(\mathcal{F} u^{*} \overline{\mathcal{F} h}\right) d \xi=\int_{\Omega_{R}}\left|u^{*}\right|^{q-2} u^{*} h d x \quad \text { for all } h \in \widetilde{H}^{s}\left(\Omega_{R}\right) \tag{8}
\end{equation*}
$$

for the fractional Dirichlet Laplacian, and

$$
\begin{equation*}
\left((-\Delta)_{N}^{s} u^{*}, h\right)=\int_{\Omega_{R}}\left|u^{*}\right|^{q-2} u^{*} h d x \quad \text { for all } h \in \widetilde{H}^{s}\left(\Omega_{R}\right) \tag{9}
\end{equation*}
$$

for the fractional Navier Laplacian.
Let us define functionals $J_{D}(u)$ and $J_{N}(u)$ by the equalities

$$
J_{D}(u):=\frac{[u]_{D, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2}}{\|u\|_{L_{q}\left(\Omega_{R}\right)}^{2}} \quad \text { and } \quad J_{N}(u):=\frac{[u]_{N, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2}}{\|u\|_{L_{q}\left(\Omega_{R}\right)}^{2}} .
$$

Lemma 5 (see Appendix) shows that the minimizers of these functionals with respect to the subspaces $\mathfrak{L}_{G}^{s}$ for various closed subgroups $G \subset O(n)$ are positive solutions of equation (1).

In the following lemmas we study the Dirichlet norm $\left[v_{R}\right]_{D, \widetilde{H}^{s}\left(\omega_{R}\right)}$ for functions of one variable. In the first of them, we derive an estimate for the Dirichlet norm of the family of functions $v_{R}(x)$ which are defined on a line and "run away" as $R \rightarrow+\infty$.
Lemma 1. Let $g_{+}(x) \in \widetilde{H}^{s}[0,1]$ be a function and $g_{-}(x)=g_{+}(-x)$. Let us define a family of "running away" with respect to $R$ functions by the formula

$$
\begin{equation*}
v_{R}(x)=g_{+}(x-R)+g_{-}(x+R) . \tag{10}
\end{equation*}
$$

Then as $R \rightarrow+\infty$, we have

$$
\left[v_{R}\right]_{D, \widetilde{H}^{s}\left(\omega_{R}\right)}^{2}=2\left[g_{+}\right]_{D, \widetilde{H}^{s}[0,1]}^{2}+o(1) .
$$

Proof. The following series of equalities holds true:

$$
\begin{aligned}
{\left[v_{R}\right]_{D, \widetilde{H}^{s}\left(\omega_{R}\right)}^{2} } & =\int_{\mathbb{R}}|\xi|^{2 s}\left|\mathcal{F} v_{R}\right|^{2} d \xi=\int_{\mathbb{R}}|\xi|^{2 s}\left|\mathcal{F} g_{+} \cdot e^{-i \xi R}+\mathcal{F} g_{-} \cdot e^{i \xi R}\right|^{2} d \xi \\
& =\int_{\mathbb{R}}|\xi|^{2 s}\left|\mathcal{F} g_{+}\right|^{2} d \xi+\int_{\mathbb{R}}|\xi|^{2 s}\left|\mathcal{F} g_{-}\right|^{2} d \xi+\int_{\mathbb{R}}|\xi|^{2 s}\left(\mathcal{F} g_{+} \overline{\mathcal{F} g_{-}} e^{-2 i \xi R}+\overline{\mathcal{F} g_{+}} \mathcal{F} g_{-} e^{2 i \xi R}\right) d \xi \\
& \stackrel{*}{=}\left[g_{+}\right]_{D, \widetilde{H}^{s}[0,1]}^{2}+\left[g_{-}\right]_{D, \widetilde{H}^{s}[-1,0]}^{2}+o(1)=2\left[g_{+}\right]_{D, \widetilde{H}^{s}[0,1]}^{2}+o(1)
\end{aligned}
$$

(the equality $*$ follows from the Riemann-Lebesgue lemma).

[^1]Lemma 2. Let $v_{R}(x)$ be the family from Lemma 1. Then for $a>0$ and as $R \rightarrow+\infty$, we have

$$
\left[v_{R} r^{a}\right]_{D, \widetilde{H}^{s}\left(\omega_{R}\right)} \asymp R^{a}\left[v_{R}\right]_{D, \widetilde{H}^{s}\left(\omega_{R}\right)} .
$$

Proof. We need to show that there exist constants $C_{0}$ and $C_{1}$ that do not depend on $R$ and such that

$$
\begin{equation*}
C_{0} R^{a}\left[v_{R}\right]_{D, \widetilde{H}^{s}\left(\omega_{R}\right)} \geq\left[v_{R} r^{a}\right]_{D, \widetilde{H}^{s}\left(\omega_{R}\right)} \geq C_{1} R^{a}\left[v_{R}\right]_{D, \widetilde{H}^{s}\left(\omega_{R}\right)} \tag{11}
\end{equation*}
$$

Inequality (26) (see Appendix) for $v=r^{a}$, implies the left-hand side of inequality (11). Next, we apply inequality (26) to the functions $v=r^{-a}$ and $u=v_{R} r^{a}$. Then

$$
\left[v_{R} r^{a}\right]_{D, \tilde{H}^{s}\left(\omega_{R}\right)} \geq \frac{\left[v_{R}\right]_{D, \widetilde{H}^{s}\left(\omega_{R}\right)}}{C\left\|r^{-a}\right\|_{C^{m}\left(\omega_{R}\right)}} \geq C_{1}\left[v_{R}\right]_{D, \widetilde{H}^{s}\left(\omega_{R}\right)} R^{a},
$$

as required.

## 4. Estimating the energy over the subspace of $(m, k)$-Radial functions

First, we estimate the functional $J_{D}$ on the subspace of radial functions. Any radial function can be identified with a function on a line, which in turn generates a family of "running away" functions by formula (10).
Theorem 1. Let $v_{R} \in \widetilde{H}^{s}\left(\omega_{R}\right)$ be a family of "running away" functions on a line from Lemma 1. We reconstruct the radial function $u_{R}(x) \in \widetilde{H}^{s}\left(\Omega_{R}\right)$ from the function $v_{R} \in \widetilde{H}^{s}\left(\omega_{R}\right)$ by the formula $u_{R}(x)=v_{R}(|x|)$. Then

$$
\begin{equation*}
J_{D}\left(u_{R}\right)=\frac{\left[u_{R}\right]_{D, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2}}{\left\|u_{R}\right\|_{L_{q}\left(\Omega_{R}\right)}^{2}} \asymp \frac{R^{n-1}\left[v_{0}\right]_{D, \tilde{H}^{s}[0,1]}^{2}}{R^{(n-1) \frac{2}{q}}\left\|v_{0}\right\|_{L_{q}[0,1]}^{2}} \tag{12}
\end{equation*}
$$

as $R \rightarrow+\infty$ and $q \in\left[2,2_{1}^{*}\right]$.
Proof. The Fourier image of a radial function is radial. We write the Dirichlet norm of the function $u_{R}$ as follows:

$$
\left[u_{R}\right]_{D, \tilde{H}^{s}\left(\Omega_{R}\right)}^{2}=\int_{\mathbb{R}^{n}}|\xi|^{2 s}\left|\mathcal{F} u_{R}\right|^{2} d \xi=C \int_{\mathbb{R}^{n}}|\xi|^{2 s}\left(\int_{R}^{R+1} v_{R}(r) r^{n-1} \int_{S^{n-1}} e^{-i r|\xi|\left(\sigma, \theta_{\xi}\right)} d \sigma d r\right)^{2} d \xi
$$

By a property of the Bessel function (see [19, Theorem IV.1.6]),

$$
\int_{S^{n-1}} e^{-i|y|(\sigma, \theta)} d \sigma=\frac{(2 \pi)^{\frac{n}{2}}}{|y|^{\frac{n-2}{2}}} \mathcal{J}_{\frac{n-2}{2}}(|y|), \quad \theta \in S^{n-1},
$$

the norm can be transformed to the form

$$
\left[u_{R}\right]_{D, \tilde{H}^{s}\left(\Omega_{R}\right)}^{2}=C \int_{\mathbb{R}_{+}} t^{1+2 s}\left(\int_{R}^{R+1} r^{\frac{n}{2}} v_{R}(r) \mathcal{J}_{\frac{n-2}{2}}(r t) d r\right)^{2} d t
$$

To estimate the right-hand side, we divide it into two integrals. Let

$$
\varepsilon(R)=\frac{1}{\sqrt{R}}
$$

Then

$$
\begin{aligned}
{\left[u_{R}\right]_{D, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} } & =C\left(\int_{0}^{\varepsilon(R)}+\int_{\varepsilon(R)}^{+\infty}\right) t^{1+2 s}\left(\int_{R}^{R+1} r^{\frac{n}{2}} v_{R}(r) \mathcal{J}_{\frac{n-2}{2}}(r t) d r\right)^{2} d t \\
& =: I_{1}+I_{2}
\end{aligned}
$$

Now, the integral $I_{1}$ is estimated as $o\left(R^{n-1}\right)$ :

$$
\begin{aligned}
\int_{0}^{\varepsilon(R)} t^{1+2 s}\left(\int_{R}^{R+1} r^{\frac{n}{2}} v_{R}(r) \mathcal{J}_{\frac{n-2}{2}}(r t) d r\right)^{2} d t & \leq C \varepsilon(R)^{2+2 s}\left(\int_{R}^{R+1} v_{R}(r) r^{\frac{n}{2}} d r\right)^{2} \\
\leq C R^{n-1-s}\left\|v_{R}\right\|_{L_{2}\left(\omega_{R}\right)}^{2} & \leq C R^{n-1-s}\left\|v_{0}\right\|_{L_{2}[0,1]}^{2}=o\left(R^{n-1}\right) .
\end{aligned}
$$

Let us estimate the integral $I_{2}$. The Bessel function admits an expansion in the asymptotic series (as $t \rightarrow+\infty$ ) with the remainder $\left|R_{N}(t)\right| \leq \frac{C}{t^{2 N+\frac{1}{2}}}$ (see [22, p. 199]):

$$
\begin{equation*}
\mathcal{J}_{\frac{n-2}{2}}(t)=\sum_{k=0}^{N}\left(A_{k}(t)+B_{k}(t)\right)+R_{N}(t) \tag{13}
\end{equation*}
$$

where $A_{k}(t)=\sqrt{\frac{2}{\pi t}} \frac{\cos \left(t-\frac{n-1}{4} \pi\right)}{t^{2 k}}$ and $B_{k}(t)=\sqrt{\frac{2}{\pi t}} \frac{\sin \left(t-\frac{n-1}{4} \pi\right)}{t^{2 k k+1}}$.
It is easy to see that if $t>\varepsilon(R)$ on the support of the function $v_{R}(r)$, then the expression $r t$ tends to $+\infty$ as $R \rightarrow+\infty$. Therefore the asymptotics (13) is applicable. Set

$$
\begin{gathered}
\mathfrak{A}_{k}(t)=\int_{R}^{R+1} r^{\frac{n}{2}} v_{R}(r) A_{k}(r t) d r, \quad \mathfrak{B}_{k}(t)=\int_{R}^{R+1} r^{\frac{n}{2}} v_{R}(r) B_{k}(r t) d r, \\
\mathfrak{R}_{N}(t)=\int_{R}^{R+1} r^{\frac{n}{2}} v_{R}(r) R_{N}(r t) d r .
\end{gathered}
$$

Thus,

$$
I_{2}=\int_{\varepsilon(R)}^{+\infty} t^{1+2 s}\left(\sum_{k=0}^{N}\left(\mathfrak{A}_{k}(t)+\mathfrak{B}_{k}(t)\right)+\mathfrak{R}_{N}(t)\right)^{2} d t .
$$

As a first approximation to $I_{2}$, we use the energy obtained from $\mathfrak{A}_{0}(t)$ :

$$
\begin{aligned}
\int_{\varepsilon(R)}^{+\infty} \mathfrak{A}_{0}^{2}(t) t^{1+2 s} d t & =C \int_{\varepsilon(R)}^{+\infty} t^{1+2 s}\left(\int_{R}^{R+1} r^{\frac{n}{2}} v_{R}(r) \sqrt{\frac{2}{\pi r t}} \cos \left(r t-\frac{n-1}{4} \pi\right) d r\right)^{2} d t \\
& =C \int_{\varepsilon(R)}^{+\infty} t^{2 s}\left(\int_{R}^{R+1} r^{\frac{n-1}{2}} v_{R}(r) \cos \left(r t-\frac{n-1}{4} \pi\right) d r\right)^{2} d t .
\end{aligned}
$$

We make the change of variable, $t_{1}=t+\frac{(n-1) \pi}{4 r}$. Since $t_{1} \asymp t$ for $t>\varepsilon(R)$, we have

$$
\begin{align*}
\int_{\varepsilon(R)}^{+\infty} \mathfrak{A}_{0}^{2}(t) t^{1+2 s} d t & \asymp \int_{\varepsilon(R)-\frac{n-1}{4 R} \pi}^{+\infty} t_{1}^{2 s}\left(\int_{R}^{R+1} r^{\frac{n-1}{2}} v_{R}(r) \cos \left(r t_{1}\right) d r\right)^{2} d t_{1}  \tag{14}\\
& \asymp \int_{-\infty}^{+\infty}\left|t_{1}\right|^{2 s}\left(\int_{R}^{R+1} r^{\frac{n-1}{2}} v_{R}(r) \cos \left(r t_{1}\right) d r\right)^{2} d t_{1}+o\left(R^{n-1}\right)
\end{align*}
$$

From equivalence (14) and Lemmas 1 and 2, it follows that

$$
\int_{\varepsilon(R)}^{+\infty} \mathfrak{A}_{0}^{2}(t) t^{1+2 s} d t \asymp\left[r^{\frac{n-1}{2}} v_{R}\right]_{D, \widetilde{H}^{s}\left(\omega_{R}\right)}^{2} \asymp R^{n-1}\left[v_{R}\right]_{D, \widetilde{H}^{s}\left(\omega_{R}\right)}^{2} \asymp R^{n-1}\left[v_{0}\right]_{D, \widetilde{H}^{s}[0,1]}^{2} .
$$

Similarly, ${ }^{2}$ one can estimate the energy associated with $\mathfrak{A}_{k}$ and $\mathfrak{B}_{k}$ for $k \leq N=\lceil s+1\rceil$. The asymptotics of these terms are powers of $R$ with smaller exponents, i.e., $o\left(R^{n-1}\right)$. Finally, the estimate $R_{N}(t)$ allows us to estimate the term with $\mathfrak{R}_{N}$ :

$$
\begin{aligned}
\int_{\varepsilon(R)}^{+\infty} \Re_{N}^{2}(t) t^{1+2 s} d t & \leq C \int_{\varepsilon(R)}^{+\infty} t^{-2}\left(\int_{R}^{R+1} r^{\frac{n-1}{2}-\lceil s+1\rceil}\left|v_{R}(r)\right| d r\right)^{2} d t \\
& \leq C R^{n-1-2 s-2+\frac{1}{2}}\left(\int_{0}^{1}\left|v_{0}(r)\right| d r\right)^{2}=o\left(R^{n-1}\right)\left\|v_{0}\right\|_{L_{2}[0,1]}^{2}
\end{aligned}
$$

The equivalence $I_{2} \asymp R^{n-1}\left[v_{0}\right]_{D, \widetilde{H}^{s}[0,1]}^{2}$ follows from the equivalence

$$
I_{2} \asymp \int_{\varepsilon(R)}^{+\infty} t^{1+2 s}\left(\sum_{k=0}^{N}\left(\mathfrak{A}_{k}^{2}(t)+\mathfrak{B}_{k}^{2}(t)\right)+\mathfrak{R}_{N}^{2}(t)\right) d t
$$

Corollary 1. The minimum of the functional $J_{D}$ over the subspace of radial functions is equivalent to $R^{(n-1)\left(1-\frac{2}{q}\right)}$,

$$
\begin{equation*}
\min _{u_{R} \in \mathfrak{L}_{O(n)}^{s}} J_{D}\left(u_{R}\right) \asymp R^{(n-1)\left(1-\frac{2}{q}\right)} \tag{15}
\end{equation*}
$$

as $R \rightarrow+\infty$ and $q \in\left[2,2_{1}^{*}\right]$.
Proof. The upper bound in (15) obviously follows from the equivalence (12). The lower bound follows from (12) and the boundedness of the embedding operator $\widetilde{H}^{s}[0,1] \hookrightarrow L_{q}[0,1]$.

To study the behavior of energy on the subspaces $\mathfrak{L}_{G}^{s}$, a two-sided estimate is required. The following theorem gives a lower bound for ( $m, k$ )-radial functions.
Theorem 2. Let $u_{R}(x) \in \widetilde{H}^{s}\left(\Omega_{R}\right)$ be an ( $m, k$ )-radial function, and also $m \neq n$. Then for $q \in\left[2,2_{n-m+1}^{*}\right]$, the following inequalities hold:

$$
\begin{align*}
& {\left[u_{R}\right]_{D, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} \geq C R^{(m-1)\left(1-\frac{2}{q}\right)}\left\|u_{R}\right\|_{L_{q}\left(\Omega_{R}\right)}^{2},} \\
& {\left[u_{R}\right]_{N, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} \geq C R^{(m-1)\left(1-\frac{2}{q}\right)}\left\|u_{R}\right\|_{L_{q}\left(\Omega_{R}\right)}^{2} .} \tag{16}
\end{align*}
$$

[^2]Proof. Let $T_{0}$ be the identity operator on the space $L_{2, G_{m, k}}$ :

$$
T_{0}: L_{2, G_{m, k}}\left(\Omega_{R}\right) \rightarrow L_{2, G_{m, k}}\left(\Omega_{R}\right)
$$

The norm of this operator is equal to one. Let $T_{1}$ be the operator embedding the space $\mathfrak{L}_{G_{m, k}}^{1}$ into the space $L_{p, G_{m, k}}\left(\Omega_{R}\right)$ for $p \in\left[2, \frac{2(n-m+1)}{(n-m-1)_{+}}\right]$,

$$
T_{1}: \mathfrak{L}_{G_{m, k}}^{1} \rightarrow L_{p, G_{m, k}}\left(\Omega_{R}\right)
$$

According to papers [11] for $m=2$ and $k=n-2$, and [16] for arbitrary ( $m, k$ )-expansions, there exists a constant $C_{0}$ such that for any $v \in \mathfrak{L}_{G_{m, k}}^{1}$,

$$
[v]_{\widetilde{H}^{1}\left(\Omega_{R}\right)}^{2} \geq C_{0} R^{(m-1)\left(1-\frac{2}{p}\right)}\|v\|_{L_{p}\left(\Omega_{R}\right)}^{2}
$$

Thus, the operator $T_{1}$ is continuous and has an estimate for the norm,

$$
\left\|T_{1}\right\|=\sup _{v \in \mathfrak{L}_{G_{m, k}}^{1}} \frac{\left\|T_{1} v\right\|_{L_{p}\left(\Omega_{R}\right)}}{\|v\|_{\mathfrak{L}_{G_{m, k}}}} \leq C_{0}^{-\frac{1}{2}} R^{(m-1)\left(\frac{1}{p}-\frac{1}{2}\right)}
$$

Equality (27) from Lemma 6 describes the spaces $\widetilde{H}^{s}\left(\Omega_{R}\right)$ as an interpolation scale,

$$
\left[\widetilde{H}^{k}\left(\Omega_{R}\right), \widetilde{H}^{k+1}\left(\Omega_{R}\right)\right]_{\delta}=\widetilde{H}^{k+\delta}\left(\Omega_{R}\right)
$$

As is well known, the Lebesgue spaces $L_{p}\left(\Omega_{R}\right)$ also form an interpolation scale: for $\frac{1}{p}=\frac{1-\delta}{p_{0}}+\frac{\delta}{p_{1}}$,

$$
\left[L_{p_{0}}\left(\Omega_{R}\right), L_{p_{1}}\left(\Omega_{R}\right)\right]_{\delta}=L_{p}\left(\Omega_{R}\right)
$$

Using averaging over a group with Haar measure, one can construct projections into the spaces of $G_{m, k}$-invariant functions. Actually, we decompose the function $h$ into the sum of the functions $h_{1}$ and $h_{2}$ as follows (denote by $\mathfrak{G}(y)$ the orbit of the point $y$ with respect to the action of the group $G$; this group has the Haar measure $\mu_{y}$ invariant with respect to the action of the group):

$$
\begin{equation*}
h_{1}(y)=\frac{1}{\mu_{y}(\mathfrak{G}(y))} \int_{\mathfrak{G}(y)} h d \mu_{y}, \quad h_{2}(y)=h(y)-h_{1}(y), \quad \int_{\mathfrak{G}(y)} h_{2} d \mu_{y}=0 . \tag{17}
\end{equation*}
$$

It is easy to see that the function $h_{1}$ is $G_{m, k}$-invariant, and formulas (17) define continuous projections from the spaces $L_{p_{0}}\left(\Omega_{R}\right)$ and $L_{p_{1}}\left(\Omega_{R}\right)$ into the spaces $L_{p_{0}, G_{m, k}}\left(\Omega_{R}\right)$ and $L_{p_{1}, G_{m, k}}\left(\Omega_{R}\right)$, respectively. The subspace $L_{p_{0}, G_{m, k}}\left(\Omega_{R}\right)$ is complementable. Therefore, by virtue of [18, Theorem 1.17.1.1],

$$
\left[L_{p_{0}, G_{m, k}}\left(\Omega_{R}\right), L_{p_{1}, G_{m, k}}\left(\Omega_{R}\right)\right]_{\delta}=L_{p, G_{m, k}}\left(\Omega_{R}\right) .
$$

Similarly, the formula (17) defines a continuous projector from $L_{2}\left(\Omega_{R}\right)$ into $L_{2, G_{m, k}}\left(\Omega_{R}\right)$ (also continuous as a projector from $\widetilde{H}^{1}\left(\Omega_{R}\right)$ to $\left.\mathfrak{L}_{G_{m, k}}^{1}\right)$; the space is complementable and

$$
\left[L_{2, G_{m, k}}\left(\Omega_{R}\right), \mathfrak{L}_{G_{m, k}}^{1}\right]_{\delta}=\mathfrak{L}_{G_{m, k}}^{\delta}
$$

Thus, we can interpolate the embedding operator between the operators $T_{0}$ and $T_{1}$. The resulting operator is denoted by $T_{s}$,

$$
\begin{equation*}
T_{s}: \mathfrak{L}_{G_{m, k}}^{s} \rightarrow L_{q, G_{m, k}}\left(\Omega_{R}\right) \quad \text { for } \quad \frac{1}{q}=\frac{s}{p}+\frac{1-s}{2} \tag{18}
\end{equation*}
$$

The norm of this operator is estimated with the help of the interpolation inequality,

$$
\begin{equation*}
\left\|T_{s}\right\| \leq\left\|T_{0}\right\|^{1-s}\left\|T_{1}\right\|^{s} \leq C_{0}^{-\frac{s}{2}} R^{(m-1)\left(\frac{s}{p}-\frac{s}{2}\right)}=C_{0}^{-\frac{s}{2}} R^{(m-1)\left(\frac{1}{q}-\frac{1}{2}\right)} \tag{19}
\end{equation*}
$$

For $p \in\left[2, \frac{2(n-m+1)}{(n-m-1)_{+}}\right]$, the exponent $q$ runs over the interval $\left[2,2_{n-m+1}^{*}\right]$, and inequality (19) gives an estimate for the interpolation norm (which coincides with the standard norm in $H^{s}\left(\mathbb{R}^{n}\right)$,

$$
\|v\|_{\widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} \geq C_{0}^{s} R^{(m-1)\left(1-\frac{2}{q}\right)}\|v\|_{L_{q}\left(\Omega_{R}\right)}^{2} .
$$

Now from the Friedrichs inequality (see Lemma 3, Appendix), we obtain inequality (16) for the Dirichlet norm,

$$
2[v]_{D, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} \geq\|v\|_{\widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} \geq C R^{(m-1)\left(1-\frac{2}{q}\right)}\|v\|_{L_{q}\left(\Omega_{R}\right)}^{2} .
$$

Inequality (16) for the Navier norm follows from estimate (6),

$$
[v]_{N, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} \geq[v]_{D, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} \geq C R^{(m-1)\left(1-\frac{2}{q}\right)}\|v\|_{L_{q}\left(\Omega_{R}\right)}^{2} .
$$

Remark 1. The condition $m \neq n$ is essentially used in the proof: for $m=n$, the limit exponent $q$ equals $2_{1}^{*}=\frac{2}{1-2 s}$, and even in the case $s<\frac{1}{2}$ it cannot be obtained from the interpolation in the Lebesgue spaces $L_{p}\left(\Omega_{R}\right)$; equality (18) provides the exponents $q \leq \frac{2}{1-s}$, which is less than $2_{1}^{*}$. However, Theorem 1 shows, that the assertion of the theorem is also true in this case.

The following theorem shows that the estimate from Theorem 2 is sharp.
Theorem 3. For any $R$ and $q \in\left[2,2_{n-m+1}^{*}\right]$, there exists an $(m, k)$-radial function $\widetilde{u}_{R}$ such that

$$
\begin{align*}
& {\left[\widetilde{u}_{R}\right]_{D, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} \leq C R^{(m-1)\left(1-\frac{2}{q}\right)}\left\|\widetilde{u}_{R}\right\|_{L_{q}\left(\Omega_{R}\right)}^{2},}  \tag{20}\\
& {\left[\widetilde{u}_{R}\right]_{N, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} \leq C R^{(m-1)\left(1-\frac{2}{q}\right)}\left\|\widetilde{u}_{R}\right\|_{L_{q}\left(\Omega_{R}\right)}^{2} .}
\end{align*}
$$

Proof. In accordance with [11] (for $m=2, k=n-2$, and for $m=n$ ) and [16] (for arbitrary ( $m, k$ )-expansions), there exists $\widetilde{u}_{R} \in \mathfrak{L}_{G_{m, k}}^{1}$ such that

$$
\left[\widetilde{u}_{R}\right]_{\widetilde{H}^{1}\left(\Omega_{R}\right)}^{2} \leq C R^{(m-1)\left(1-\frac{2}{q}\right)}\left\|\widetilde{u}_{R}\right\|_{L_{q}\left(\Omega_{R}\right)}^{2} .
$$

Note that $\left[2,2_{n-m+1}^{*}\right] \subset\left[2, \frac{2(n-m+1)}{(n-m-1)_{+}}\right]$. Therefore Lemma 4 (see Appendix) gives the required estimate for the Navier and Dirichlet norms:

$$
\left[\widetilde{u}_{R}\right]_{\widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} \leq\left[\widetilde{u}_{R}\right]_{\widetilde{H}^{1}\left(\Omega_{R}\right)}^{2} \leq C R^{(m-1)\left(1-\frac{2}{q}\right)}\left\|\widetilde{u}_{R}\right\|_{L_{q}\left(\Omega_{R}\right)}^{2}
$$

To prove the multiplicity of solutions, it is required to estimate the energy in the spaces $\mathfrak{L}_{O(n-2) \times O(2)}^{s}$.

Corollary 2. Let $n \geq 4$. Then the minima $J_{D}$ and $J_{N}$ with respect to the subspace $\mathfrak{L}_{O(n-2) \times O(2)}^{s}$ are equivalent to $R^{1-\frac{2}{q}}$,

$$
\begin{equation*}
\min _{u_{R} \in \mathfrak{L}_{O(n-2) \times O(2)}} J_{D}\left(u_{R}\right) \asymp R^{1-\frac{2}{q}} \quad \text { and } \quad \min _{u_{R} \in \mathfrak{R}_{O(n-2) \times O(2)}^{s}} J_{N}\left(u_{R}\right) \asymp R^{1-\frac{2}{q}} . \tag{21}
\end{equation*}
$$

Proof. For $n \geq 4$, the function of the spaces $\mathfrak{L}_{O(n-2) \times O(2)}^{s}$ are (2,n-2)-radial, and the estimates follow from inequalities (16) and (20).

## 5. The Theorems on existence and multiplicity

Theorem 1 gives a two-sided estimate for the Dirichlet norm of a radial function in $\widetilde{H}^{s}\left(\Omega_{R}\right)$ in terms of the restriction norm in the space $\widetilde{H}^{s}\left(\omega_{R}\right)$. This means that for the subspace $\mathfrak{L}_{O(n)}^{s}$ with the Dirichlet norm, the compactness of the embedding holds for $q \in\left[1,2_{1}^{*}\right)$. Also, in view of the fact that the Dirichlet and Navier norms are equivalent, the compactness of the embedding for $q \in\left[1,2_{1}^{*}\right)$ is also valid for the subspace $\mathfrak{L}_{O(n)}^{s}$ with the Navier norm. Using Lemma 5 (see Appendix), we get the following theorem.

Theorem 4 (Existence of radial solutions). For $q \in\left[1,2_{1}^{*}\right), q \neq 2$, there exist positive radial solutions to problems (1) with fractional Dirichlet and Navier Laplacians.

Let $n \geq 4$. We consider an admissible ( $m, k$ )-expansion. Theorem 2 provides an embedding $\mathfrak{L}_{G_{m, k}}^{s}\left(\Omega_{R}\right) \hookrightarrow L_{q}\left(\Omega_{R}\right)$ for the Dirichlet norm with $q=2_{n-m+1}^{*}$. This means that it holds and is compact for $q \in\left[1,2_{n-m+1}^{*}\right)$. For the Navier norm, the embedding is valid by virtue of the equivalence of norms. Lemma 5 shows the existence of a generalized solution $u_{R} \in \mathfrak{L}_{G_{m, k}}^{s}$. For $q>2$ and large $R$, the minima of the functional $J_{D}$ with respect to the subspaces $\mathfrak{L}_{O(n)}^{s}$ and $\mathfrak{L}_{G_{m, k}}^{s}$ are different because of estimates(15), (16), and (20); a similar statement for the functional $J_{N}$ is obtained by using inequality (6). Thus the solution is not radial, and the following theorem holds.

Theorem 5 (Existence of a non-radial solutions at exponents $q \geq 2_{n}^{*}$ ). For $n \geq 4$ and $q \in\left(2,2_{n-m+1}^{*}\right)$, there is exist a radius $R_{0}$ such that for $R>R_{0}$, there are positive $(m, k)$-radial solutions in $\Omega_{R}$ (for different $m$, the solutions are different) to problems (1) with Dirichlet and Navier fractional Laplacians.

Remark 2. The maximum exponent is obtained for the largest admissible $m$, i.e., for $m=\left\lfloor\frac{n}{2}\right\rfloor$.
Theorem 6 (Multiplicity of solutions for $n \neq 3$ ). Let $n \neq 3, s \in(0,1), q \in\left(2,2_{n}^{*}\right)$, and let $N$ be a positive integer. Then there exists $R_{1}(N)$ such that for any $R \geq R_{1}$ there exist at least $N$ positive solutions to problems (1) with Dirichlet and Navier fractional Laplacians which cannot be obtained by rotation from each other.

Proof. Let us consider a family of groups

$$
T_{\ell} \times O(n-2), \quad \ell=1,2,3 \ldots, N,
$$

where $T_{\ell}$ is the group of all rotations by an angle multiple of $\frac{2 \pi}{\ell}$. The minimizers with respect to the invariant subspaces $\mathfrak{L}_{T_{\ell} \times O(n-2)}^{s}$ are weak solutions to problem (1) for $q<2_{n}^{*}$.

Let us consider a positive function $\phi(x) \in \mathcal{C}_{0}^{\infty}\left(B_{\frac{1}{2}}\left(\mathbb{O}_{n}\right)\right)$ satisfying the equality

$$
\phi(x)=\phi(y, z)=\phi(|y|,|z|), \quad y \in \mathbb{R}^{2}, \quad z \in \mathbb{R}^{n-2}, \quad|y|+|z| \leq \frac{1}{2} .
$$

Denote by $y_{i}^{0}$ the vertices of a regular $\ell$-gon in the plane with center at the origin and $y_{1}^{0}=$ ( $R+\frac{1}{2}, 0$ ). Define a function $u_{\ell}$ by the equality

$$
u_{\ell}(y, z)=\sum_{i=1}^{\ell} \phi\left(y-y_{i}^{0}, z\right) .
$$

Lemma 7 ensures that the values $J_{D}\left(u_{\ell}\right)$ and $J_{N}\left(u_{\ell}\right)$ are uniformly bounded for large $R$. From estimates (21), it follows that there exists a level $R_{1}$ such that the minima of the functionals $J_{D}$ and $J_{N}$ over $\mathfrak{L}_{O(2) \times O(n-2)}^{S}$ for $R>R_{1}$ are greater than the constant found above. It remains to show that the minimizers with respect to $\mathfrak{L}_{T_{\ell} \times O(n-2)}^{s}, \ell=1,2,3, \ldots, N$, are pairwise distinct.

The invariance of the function $u(x)$ with respect to the action of the group $T_{\ell} \times O(n-2)$ is transferred to the minimizer: if $\widetilde{w}(x, t)$ is the Caffarelli-Silvestre (respectively, the StingaTorrea) extension ${ }^{3}$ for the function $u(x)$, then $\widetilde{w}(g x, t)$ is the C-S (respectively, S-T) extension for the function $u(g x)=u(x)$ for all $g \in T_{\ell}$. These are extensions of the same function, and by virtue of the uniqueness they coincide,

$$
\widetilde{w}(x, t)=\widetilde{w}(g x, t) \quad \text { for all } g \in T_{\ell} \times O(n-2) .
$$

Thus, $\mathcal{E}(w)$ can be minimized over the subspace of $T_{\ell} \times O(n-2)$-invariant functions in $\mathfrak{W}$. Let $\ell_{1}, \ell_{2} \in[1: N], \ell_{1}>\ell_{2}$. We consider two cases.

The first case ( $\ell_{1}$ is divisible by $\ell_{2}$ ). Let $u_{\ell_{1}}$ and $u_{\ell_{2}}$ be minimizers over $\mathfrak{L}_{T_{\ell_{1}} \times O(n-2)}^{s}$ and $\mathfrak{L}_{T_{\ell_{2}} \times O(n-2)}^{s}$ with the unit norm in $L_{q}(\Omega)$; they correspond to the extensions $w_{\ell_{1}}$ and $w_{\ell_{2}}$. Consider the function $v=u_{\ell_{1}}\left(r_{y}, \frac{\ell_{2}}{\ell_{1}} \theta_{y}, z\right)$. Obviously, $v \in \mathfrak{L}_{T_{\ell_{2}} \times O(n-2)}^{s},\|v\|_{L_{q}(\Omega)}=1$, and the extension for $v$ satisfies the equality $w=w_{\ell_{1}}\left(r_{y}, \frac{\ell_{2}}{\ell_{1}} \theta_{y}, z, t\right)$. It is easy to see that

$$
\begin{aligned}
{\left[u_{\ell_{2}}\right]_{\tilde{H}^{s}(\Omega)}^{2} \leq } & {[v]_{\widetilde{H}^{s}(\Omega)}^{2}=C(s) \mathcal{E}(w) } \\
= & C(s)\left|S^{n-3}\right| \int_{0}^{+\infty} \int_{0}^{+\infty} \int_{0}^{2 \pi} \int_{0}^{+\infty} t^{1-2 s} r_{y}|z|^{n-3}\left(w_{r_{y}}^{2}+\frac{1}{r_{y}^{2}} w_{\theta_{y}}^{2}+w_{z}^{2}+w_{t}^{2}\right) d z d \theta_{y} d r_{y} d t \\
= & C(s)\left|S^{n-3}\right| \int_{0}^{+\infty} \int_{0}^{+\infty} \int_{0}^{2 \pi} \int_{0}^{+\infty} t^{1-2 s} r_{y}|z|^{n-3} \\
& \times\left(\left(w_{\ell_{1}}\right)_{r_{y}}^{2}+\frac{1}{r_{y}^{2}} \frac{\ell_{2}^{2}}{\ell_{1}^{2}}\left(w_{\ell_{1}}\right)_{\theta_{y}}^{2}+\left(w_{\ell_{1}}\right)_{z}^{2}+\left(w_{\ell_{1}}\right)_{t}^{2}\right) d z d \theta_{y} d r_{y} d t \\
< & C(s)\left|S^{n-3}\right| \int_{0}^{+\infty} \int_{0}^{+\infty} \int_{0}^{2 \pi} \int_{0}^{+\infty} t^{1-2 s} r_{y}|z|^{n-3} \\
& \times\left(\left(w_{\ell_{1}}\right)_{r_{y}}^{2}+\frac{1}{r_{y}^{2}}\left(w_{\ell_{1}}\right)_{\theta_{y}}^{2}+\left(w_{\ell_{1}}\right)_{z}^{2}+\left(w_{\ell_{1}}\right)_{t}^{2}\right) d z d \theta_{y} d r_{y} d t \\
= & C(s) \mathcal{E}\left(w_{\ell_{1}}\right)=\left[u_{\ell_{1}}\right]_{\widetilde{H}^{s}(\Omega)}^{2},
\end{aligned}
$$

the strict inequality follows from the fact that for $R \geq R_{1}$, the function $u_{\ell_{1}}$ does not belong to $\mathfrak{L}_{O(2) \times O(n-2)}^{s}$. Thus the energy value of $u_{\ell_{1}}$ is strictly greater than that of $u_{\ell_{2}}$.

The second case ( $\ell_{1}$ is not divisible by $\ell_{2}$ ). If the minimizers over $\mathfrak{L}_{T_{\ell_{1}} \times O(n-2)}^{s}$ and $\mathfrak{L}_{T_{\ell_{2}} \times O(n-2)}^{s}$ are equal, then this minimizer belongs to $\mathfrak{L}_{T_{\mathrm{LCM}\left(\ell_{1}, \ell_{2}\right)}^{s} \times O(n-2)}$. Applying the first case to the numbers $\ell_{1}$ and $\operatorname{LCM}\left(\ell_{1}, \ell_{2}\right)$, we obtain the required result.

Remark 3. For the Laplace operator and $p$-Laplacian, Theorem 6 is true in the case $n=3$, as indicated in the Introduction. The proofs of these assertions known to the author require more advanced methods using the concentration of solutions. Therefore for fractional Laplacians, the question of the existence of such solutions remains open.

## Appendix

Lemma 3 (Friedrichs inequalities). For any function

$$
u \in \widetilde{H}^{s}\left(\Omega_{R}\right) \quad \text { for } \quad s \in(0,1),
$$

[^3]the following inequalities hold:
\[

$$
\begin{equation*}
\left((-\Delta)_{D}^{s} u, u\right) \geq\|u\|_{L_{2}\left(\Omega_{R}\right)}^{2} \quad \text { and } \quad\left((-\Delta)_{N}^{s} u, u\right) \geq\|u\|_{L_{2}\left(\Omega_{R}\right)}^{2} . \tag{22}
\end{equation*}
$$

\]

Proof. The inequality for the Navier norm can be obtained directly from the definition of the fractional Navier Laplacian,

$$
\left((-\Delta)_{N}^{s} u, u\right)=\sum_{j=1}^{\infty} \lambda_{j}^{s}\left(u, \phi_{j}\right)^{2} \geq \lambda_{1}^{s}\|u\|_{L_{2}\left(\Omega_{R}\right)}^{2}
$$

where $\lambda_{1}>1$ by the Friedrichs inequality in the domain of width 1 for $u \in \widetilde{H}^{1}\left(\Omega_{R}\right)$ :

$$
\begin{equation*}
\|\nabla u\|_{L_{2}\left(\Omega_{R}\right)}^{2} \geq\|u\|_{L_{2}\left(\Omega_{R}\right)}^{2} . \tag{23}
\end{equation*}
$$

The inequality for the Dirichlet norm is sufficient to prove for $u \in C_{0}^{\infty}\left(\Omega_{R}\right)$; the initial inequality is obtained by closure with respect to the norm of the space $H^{s}\left(\mathbb{R}^{n}\right)$. We define a family of norms in the space $\widetilde{H}^{s}\left(\Omega_{R}\right)$ that are indexed by the parameter $\varepsilon$, equivalent to the norm in the space $H^{s}\left(\mathbb{R}^{n}\right)$, and given by the formula

$$
\|u\|_{\tilde{H}^{s}\left(\Omega_{R}\right)}^{2} \equiv \int_{\mathbb{R}^{n}}(\varepsilon+|\xi|)^{2 s}|\mathcal{F} u(\xi)|^{2} d \xi
$$

We consider the embedding operator

$$
A: \widetilde{H}^{s}\left(\Omega_{R}\right) \hookrightarrow L_{2}\left(\Omega_{R}\right)
$$

The adjoint operator acts as

$$
A^{*}: L_{2}\left(\Omega_{R}\right) \rightarrow\left(\widetilde{H}^{s}\left(\Omega_{R}\right)\right)^{\prime}
$$

The norms of $A$ and $A^{*}$ are the same. The induced norm in the dual simple space is given by the formula

$$
\|v\|_{\left(\widetilde{H}^{s}\left(\Omega_{R}\right)\right)^{\prime}}^{2} \equiv \int_{\mathbb{R}^{n}}(\varepsilon+|\xi|)^{-2 s}|\mathcal{F} v(\xi)|^{2} d \xi
$$

By the Hölder inequality, we have

$$
\begin{align*}
\|v\|_{\left(\widetilde{H}^{s}\left(\Omega_{R}\right)\right)^{\prime}} & \equiv \int_{\mathbb{R}^{n}}(\varepsilon+|\xi|)^{-2 s}|\mathcal{F} v(\xi)|^{2} d \xi \\
& \leq\left(\int_{\mathbb{R}^{n}}(\varepsilon+|\xi|)^{-2}|\mathcal{F} v(\xi)|^{2} d \xi\right)^{s}\left(\int_{\mathbb{R}^{n}}|\mathcal{F} v(\xi)|^{2} d \xi\right)^{1-s}=\|v\|_{\left(\widetilde{H}^{1}\left(\Omega_{R}\right)\right)^{2}}^{2 s},\|v\|_{L_{2}\left(\Omega_{R}\right)}^{2-2 s} . \tag{24}
\end{align*}
$$

Using estimate (24) and the Friedrichs inequality (23), we obtain a chain of inequalities:

$$
\begin{aligned}
&\|A\|=\sup \frac{\|u\|_{L_{2}\left(\Omega_{R}\right)}}{\|u\|_{\widetilde{H}^{s}\left(\Omega_{R}\right)}}=\sup \frac{\|v\|_{\left(\widetilde{H}^{s}\left(\Omega_{R}\right)\right)^{\prime}}}{\|v\|_{L_{2}\left(\Omega_{R}\right)}} \leq \sup \frac{\|v\|_{\left(\widetilde{H}^{1}\left(\Omega_{R}\right)\right)^{\prime}}^{s}\|v\|_{L_{2}\left(\Omega_{R}\right)}^{1-s}}{\|v\|_{L_{2}\left(\Omega_{R}\right)}^{s}} \\
& \leq \sup \left(\frac{\|v\|_{\left(\widetilde{H}^{1}\left(\Omega_{R}\right)\right)^{\prime}}}{\|v\|_{L_{2}\left(\Omega_{R}\right)}}\right)^{s}=\sup \left(\frac{\|u\|_{L_{2}\left(\Omega_{R}\right)}}{\|u\|_{\widetilde{H}^{1}\left(\Omega_{R}\right)}}\right)^{s} \leq 1 .
\end{aligned}
$$

It follows that given $\varepsilon>0$,

$$
\int_{\mathbb{R}^{n}}(\varepsilon+|\xi|)^{2 s}|\mathcal{F} u(\xi)|^{2} d \xi \geq\|u\|_{L_{2}\left(\Omega_{R}\right)}^{2}
$$

Now inequality (3) is obtained by passing to the limit as $\varepsilon \rightarrow 0$.

Lemma 4. For any function $u \in \widetilde{H}^{1}\left(\Omega_{R}\right)$, the following inequalities

$$
[u]_{D, \widetilde{H}^{s}\left(\Omega_{R}\right)} \leq[u]_{D, \widetilde{H}^{1}\left(\Omega_{R}\right)} \quad \text { and } \quad[u]_{N, \widetilde{H}^{s}\left(\Omega_{R}\right)} \leq[u]_{N, \widetilde{H}^{1}\left(\Omega_{R}\right)}
$$

hold for $s \in(0,1)$.
Proof. First, we prove the statement for the Dirichlet norm. In view of the Hölder inequality and Friedrichs inequality (22), we have

$$
\begin{aligned}
{[u]_{D, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} } & =\int_{\mathbb{R}^{n}}|\xi|^{2 s}|\mathcal{F} u(\xi)|^{2} d \xi \leq\left(\int_{\mathbb{R}^{n}}|\mathcal{F} u(\xi)|^{2} d \xi\right)^{1-s}\left(\int_{\mathbb{R}^{n}}|\xi|^{2}|\mathcal{F} u(\xi)|^{2} d \xi\right)^{s} \\
& =[u]_{D, L_{2}\left(\Omega_{R}\right)}^{2-2 s}[u]_{D, \widetilde{H}^{1}\left(\Omega_{R}\right)}^{2 s} \leq[u]_{D, \widetilde{H}^{1}\left(\Omega_{R}\right)}^{2-2 s}[u]_{D, \widetilde{H}^{1}\left(\Omega_{R}\right)}^{2 s}=[u]_{D, \widetilde{H}^{1}\left(\Omega_{R}\right)}^{2}
\end{aligned}
$$

The statement for the Navier norm is also obtained from the Hölder inequality and Friedrichs inequality (22),

$$
\begin{aligned}
{[u]_{N, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2} } & =\sum_{j=1}^{\infty} \lambda_{j}^{s}\left(u, \phi_{j}\right)^{2} \leq\left(\sum_{j=1}^{\infty}\left(u, \phi_{j}\right)^{2}\right)^{1-s}\left(\sum_{j=1}^{\infty} \lambda_{j}\left(u, \phi_{j}\right)^{2}\right)^{s} \\
& =[u]_{N, L_{2}\left(\Omega_{R}\right)}^{2-2 s}[u]_{N, \widetilde{H}^{1}\left(\Omega_{R}\right)}^{2 s} \leq[u]_{N, \widetilde{H}^{1}\left(\Omega_{R}\right)}^{2-2 s}[u]_{N, \widetilde{H}^{1}\left(\Omega_{R}\right)}^{2 s}=[u]_{N, \widetilde{H}^{1}\left(\Omega_{R}\right)}^{2}
\end{aligned}
$$

Lemma 5. Let the embedding $\mathfrak{L}_{G}^{s} \hookrightarrow L_{q}\left(\Omega_{R}\right)$ be compact. Then the minimizers of the functionals $J_{D}(u)$ and $J_{N}(u)$ over the space $\mathfrak{L}_{G}^{s}$ exist and are positive solutions to problem (1) with fractional Navier and Dirichlet Laplacians.
Proof. By virtue of the homogeneity of the functionals $J_{D}(u)$ and $J_{N}(u)$, their denominators can be regarded as unit ones. Thus the problem is reduced to minimizing the norms $W_{D}(u)=$ $[u]_{D, \widetilde{H}^{s}\left(\Omega_{R}\right)}^{2}$ and $W_{N}(u)=[u]_{N, \tilde{H}^{s}\left(\Omega_{R}\right)}^{2}$ over the level surface $V(u)=\|u\|_{L_{q}\left(\Omega_{R}\right)}^{q}=1$, which, due to the compact embedding, is weakly closed. The existence of the minimizers follows from the existence theorem for minimizer of a weakly lower semicontinuous coercive functional on a weakly closed set (see [10, Theorem 26.8]). After multiplication by suitable constants, the Euler equations turn into identities (8) and (9) for generalized solutions on increments of $h \in \mathfrak{L}_{G}^{s}$ :

$$
\begin{equation*}
\exists \lambda_{1}, \lambda_{2} \forall h \in \mathfrak{L}_{G}^{s}: D V\left(u_{D}^{*}\right) h=\lambda_{1} D W_{D}\left(u_{D}^{*}\right) h, \quad D V\left(u_{N}^{*}\right) h=\lambda_{2} D W_{N}\left(u_{N}^{*}\right) h . \tag{25}
\end{equation*}
$$

We make use of the principle of symmetric criticality, see [17, Theorem 1.1]: since both functionals are invariant with respect to the action of a compact closed Lie group $G$, equalities (25) for the increments $h \in \mathfrak{L}_{G}^{s}$ imply analogous equalities for variations $h \in \widetilde{H}^{s}\left(\Omega_{R}\right)$.

To complete the proof, it remains to show the positivity of the minimizers. Their nonnegativity is ensured by the following statement.
Proposition [13, Theorem 3]. Let $u(x) \in \widetilde{H}^{s}(\Omega)$, where $s \in(0,1)$. Then the function $|u(x)|$ belongs to the space $\widetilde{H}^{s}(\Omega)$, and

$$
[u]_{D, \widetilde{H}^{s}(\Omega)} \geq[|u|]_{D, \widetilde{H}^{s}(\Omega)} \quad \text { and } \quad[u]_{N, \widetilde{H}^{s}(\Omega)} \geq[|u|]_{N, \widetilde{H}^{s}(\Omega)} .
$$

Furthermore, if the positive and negative parts of the function $u(x)$ are not degenerate, then the inequalities are strict.

The positivity of the minimizers follows from the nonnegativity using the strong maximum principle.
Proposition ([3, Lemma 2.6], [8, Theorem 2.5]). Let a function $u(x) \in \widetilde{H}^{s}(\Omega) \backslash\{0\}$ satisfy the inequality $(-\Delta)^{s} u \geq 0$ for fractional Dirichlet or Navier Laplacians. Then $u>0$ on any compact subset $K \subset \Omega$.

Remark 4. For $q<2_{n}^{*}$, the conditions of Lemma 5 are satisfied for every closed subgroup $G \subset O(n)$ because of the compactness of the embedding

$$
\widetilde{H}^{s}\left(\Omega_{R}\right) \hookrightarrow L_{q}\left(\Omega_{R}\right)
$$

Lemma 6. Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$, $m \in \mathbb{Z}_{+}$, and $s=m+\delta \in[m, m+1]$. Then for the functions $u \in \widetilde{H}^{s}(\Omega)$ and $v \in C^{m+1}(\bar{\Omega})$, we have $u v \in \widetilde{H}^{s}(\Omega)$ and

$$
\begin{equation*}
[u v]_{D, \widetilde{H}^{s}(\Omega)} \leq C[u]_{D, \widetilde{H}^{s}(\Omega)}\|v\|_{C^{m}(\bar{\Omega})}^{1-\delta}\|v\|_{C^{m+1}(\bar{\Omega})}^{\delta} . \tag{26}
\end{equation*}
$$

Proof. For the integer $s=m$, the required statement follows from the obvious inequality

$$
\sum_{|\alpha|=m}\left\|D^{\alpha}(u v)\right\|_{L_{2}(\Omega)} \leq C \sum_{|\alpha|=m}\left\|D^{\alpha} u\right\|_{L_{2}(\Omega)}\|v\|_{C^{m}(\bar{\Omega})}
$$

The statement for $\delta>0$ is obtained by interpolation: by the above, we have (in the case $m=0$, the space $\widetilde{H}^{0}(\Omega)$ should be understood as $\left.L_{2}(\Omega)\right)$ :

$$
\begin{aligned}
{[u v]_{D, \widetilde{H}^{m}(\Omega)} } & \leq C[u]_{D, \widetilde{H}^{m}(\Omega)}\|v\|_{C^{m}(\bar{\Omega})} \\
{[u v]_{D, \widetilde{H}^{m+1}(\Omega)} } & \leq C[u]_{D, \widetilde{H}^{m+1}(\Omega)}\|v\|_{C^{m+1}(\bar{\Omega})} .
\end{aligned}
$$

Therefore the multiplier operator of the function $v$ is continuous in the spaces $\widetilde{H}^{m}(\Omega)$ and $\widetilde{H}^{m+1}(\Omega)$. In accordance with [18, Theorem 4.3.2/2],

$$
\begin{equation*}
\left[\widetilde{H}^{m}(\Omega), \widetilde{H}^{m+1}(\Omega)\right]_{\delta}=\widetilde{H}^{m+\delta}(\Omega) \tag{27}
\end{equation*}
$$

This implies the continuity of the multiplier operator of the function $v$ in the space $\widetilde{H}^{m+\delta}(\Omega)$, and the interpolation inequality coincides with required estimate (26).
Remark 5. For $s \in[0,1]$, the conclusion of Lemma 6 holds also for the Navier norms.
Lemma 7. Let $u_{i}(x) \in \widetilde{H}^{s}(\Omega), i=1, \ldots, k$. Denote by $U(x)$ the sum

$$
U(x)=u_{1}(x)+\cdots+u_{k}(x)
$$

Then

$$
[U]_{D, \widetilde{H}^{s}(\Omega)}^{2} \leq k \sum_{i=1}^{k}\left[u_{i}\right]_{D, \widetilde{H}^{s}(\Omega)}^{2} \quad \text { and } \quad[U]_{N, \widetilde{H}^{s}(\Omega)}^{2} \leq k \sum_{i=1}^{k}\left[u_{i}\right]_{N, \widetilde{H}^{s}(\Omega)}^{2} .
$$

Proof. It is an obvious consequence of the inequality on the arithmetic mean and the quadratic mean.
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[^1]:    ${ }^{1}$ Here and below if $k=0$, then the coordinate $z$ is omitted.

[^2]:    ${ }^{2} \mathrm{By}$ the reduction formula, $\sin \left(r \rho-\frac{n-1}{4} \pi\right)=\cos \left(r \rho-\frac{n+1}{4} \pi\right)$.

[^3]:    ${ }^{3}$ For brevity, C-S and S-T, respectively.

