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In [1] and in [2] the question about the topological mixing of substi-
tutional dynamical systems was considered. For some classes of substitu-
tions with growing excess the proof or the new proof of topological mixing
was obtained. In [1] for some substitution with property, considered by
Dumont-Thomas, computer was applied to proof of the growth of excess.
In [2,3] it was proved without the computer for the general substitution
with such property. Still for the topological mixing some additive con-
ditions of combinatorial nature were argued. The example, which does
not satisfy them, was considered and the other method was used to prove
that the topological mixing still takes place. Here we formulate more weak
sufficient condition, which is fulfilled, but without computer it would be
difficult to convince oneself in it.

For the investigation of dynamical systems such notion as subword com-
plexity is of importance. If represent it as a sum of four parts, defined by
beginning and end of subword (studied in [4]), the natural recurrence for
these quadruples takes place. The Qbasic-program was elaborated, giving
the Tex-file of such recurrent formulas after entering the words of substitu-
tion on two symbols, and the program, writing the program, corresponding
to these recurrent formulas. These formulas and the computer calculations
by them did help author to see, that for many (possibly all) Dumont-
Thomas substitutions, not satisfying considered condition, the topological
mixing takes place (even growth of excess for one part of sum and other
interesting properties). The method of proof is analogous to one of [1].

§1. Substitution 1 → 121 , 2 → 22212 and new combinatorial con-

dition.
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Let ωA (A = {A1, A2}) be the primitive substitution over the alphabeth
Z∗ = {1, 2}. To it the homeomorphism TA : XA → XA [5] corresponds,
which is called the substitutional dynamical system. General homeomor-
phism T : X → X is called topological mixing, if for any open sets X, Y

there exists such N > 0 that for any n > N T nU
⋂

V 6= 0 Our substitu-
tional homeomorphism is strictly ergodic. Let µ be its invariant measure
and µ1 = µ(1̃), where 1̃ is a cylinder. Formulate our sufficient condition of
topological mixing.

Fact. Let the primitive substitution ωA have 3 following properties.

Property 1. For all n > 0 |ωn
A(1)| and |ωn

A(2)| are relatively simple.

Property 2. Let v(n) stand for max{|A|1 − µ1n, |A| = n and A is ad-
missible}, u(n) stand for max{−|A|1 + µ1n, |A| = n and A is admissible}.
Then v(n) → ∞, u(n) → ∞, when n → ∞.

Property 3. There exists such k, that ωk
A(1) = A1b1C1 = A2b2C2;

ωk
A(2) = D1e1F1 = D2e2F2, where either |C1| + |C2| = |F1| + |F2|, ,

|C1|1 + |C2|1 = |F1|1 + |F2|1, bi, ei are the letters from Z∗ (and numbers)
and b1 + b2 = e1 + e2 or |C1| = |F1|, |C1|1 = |F1|1 and b1 = e1.

Then it topologically mixes.

The property 3 from [2] is the particular case of this property 3 (if, for
example, e1 = b2, e2 = b1, |C2| = |F2| = Λ).

The proof is mainly analogous to that of [2]. The consideration of second
alternative was done in [2]. If the first takes place, we can, without loss
of generality, suppose, that b1 = e1, b2 = e2. For any word 1A2 we have
ωk
A(1A2) = A2b2C2ω

k
A(A)D2e2F2 for any word 2A′1 we have ωk

A(2A′1) =
D1e1F1ω

k
A(A′)A1b1C1. Consider the subword B = C2ω

k
A(A)D2e2 of the

first word and the subword B′ = F1ω
k
A(A′)A1b1 of second. As |F1|−|C1| =

|C2| − |F2| ,|F1|1 − |C1|1 = |C2|1 − |F2|1 we have |B| = |B′|, |B|1 = |B′|1
if |A2| = |A′1|, |A2|1 = |A′1|1. Suppose, that for some k′ ωk′

A (b2) = Ud′V

; ωk′

A (b1) = U ′d′′V ′; d′′ = d′ ∈ Z∗. Consider the admissible subword B′∗ =

d′′V ′ωk′

A (B′)(d′′V ′)−1 of word d′′V ′ωk′

A (B′) and the admissible subword

B∗ = d′V ωk′

A (B)(d′V )−1 of word d′V ωk′

A (B). We have B′∗d′′, B∗d′ are
admissible. There exist constants m, n, p, q, t, u such, that |B′∗| = m|A′|+
n|A′|1 + t; |B′∗|1 = p|A′| + q|A′|1 + u and, as well |B∗| = m|A| + n|A|1 +
t; |B∗|1 = p|A| + q|A|1 + u, what follows from property 3. But, it is easy
to see, like in [2], that for any admissible G there exists admissible Xw,
such that vXw is admissible w 6= v ∈ Z∗ and |Xw| = |G|, |Xw|1 = |G|1
(it is proved by "moving" the word in admissible sequence). So, we did
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prove the following: there exist such constants k, k1, c, d and letter a ∈
Z∗ that given admissible word G we can choose the admissible word H :
|ωk

AG|+ c = |H |, |ωk
AG|1 + d = |H |1 and the word aωk1

A (H)a is admissible.
The rest (using the properties 1) and 2)) is analogous to [1] and [2].

In [2] we did prove, that for substitution ωA,A = (121, 22212) the prop-
erty 3) from [2] does not take place. But it is not the case with property
3) of this work. As calculation did show, such k, Ai, bi, Ci, Di, ei, Fi exist.
For example, ω4

A(1) = A12C1 = A22C2, ω
4
A(2) = D12F1 = D22F2, where

|C1| = 128, |C2| = 106, |F1| = 190, |F2| = 44.
That first property takes place, is established for general case in [2]. Of

course, in the formulation one can change ends and beginnings of words.

§2. Using the recurrence.

Now the other substitution 1 → 1211 , 2 → 22212 with growing excess
will be considered, for which this property 3 cannot take place (as calcula-
tion did show, too). So, we shall use other method for proving topological
mixing. This strategy, possibly, works for the general case of substitutions
on two letters with the property of Dumont–Thomas. Let us at first obtain
some recurrent relation for general case.

Let GA =

(
t11 t12
t21 t22

)
be the matrix of substitution ωA. It

is evident, that if for word A ∈ Z∗, |A| > max(|ωA(1)|, |ωA(2)|),
then it is admissible iff there exist letters u, v and admissible words
A1, A2, A3, B1, C1, D1, E1, F1, such that A = A1F1B1; C1A1F1B1D1 =
ωA(A2), C1A1 = ωA(u), B1D1 = ωA(v), A2 = uA3v, the words C1, D1

can be empty. If for given substitution such representation is unique, we
have the following recurrence: if N(i, j, m, k) is the number of admissible
words of sort iAj, |iAj|1 = m, |iAj|2 = k, then for m, k large enough we
have
(1)

N(i, j, m, k) =
∑

i1∈Z∗

i2∈Z∗

∑

A,B,C,D
AiB=ωA(i1)
CjD=ωA(i2)

N(i1, i2, m(A, B, C, D), k(A, B, C, D)),

where GA ∗ (m(A, B, C, D), k(A, B, C, D)) = (m + |A|1 + |D|1, k + |A|2 +
|D|2) as vectors.

Here is the fragment of the corresponding TeX-file, made by program.
The formulas for all possible values of (m ∗ t22 − k ∗ t21) mod (t11 ∗ t22 −
t12 ∗ t21) are listed separately.

y(1) = 1211, y(2) = 22212
N(1, 1, m, k) =
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+N(1, 1, m∗4−k∗1+10
11 , −m∗1+k∗3+3

11 ) + N(1, 2, m∗4−k∗1−1
11 , −m∗1+k∗3+3

11 )
N(1, 1, m, k) =
N(1, 1, m, k) =
+N(2, 1, m∗4−k∗1−3

11 , −m∗1+k∗3+9
11 )

N(1, 1, m, k) =
+N(1, 1, m∗4−k∗1+7

11 , −m∗1+k∗3+1
11 ) + N(1, 1, m∗4−k∗1+7

11 , −m∗1+k∗3+1
11 )

+N(1, 1, m∗4−k∗1+7
11 , −m∗1+k∗3+1

11 ) + N(2, 2, m∗4−k∗1−4
11 , −m∗1+k∗3+12

11 )
N(1, 1, m, k) =
+N(1, 2, m∗4−k∗1+6

11 , −m∗1+k∗3+4
11 )

N(1, 1, m, k) =
N(1, 1, m, k) =
+N(1, 1, m∗4−k∗1+4

11 , −m∗1+k∗3−1
11 ) + N(2, 1, m∗4−k∗1+4

11 , −m∗1+k∗3+10
11 )

N(1, 1, m, k) =
+N(1, 1, m∗4−k∗1+3

11 , −m∗1+k∗3+2
11 ) + N(1, 1, m∗4−k∗1+14

11 , −m∗1+k∗3+2
11 )

N(1, 1, m, k) =
+N(1, 2, m∗4−k∗1+2

11 , −m∗1+k∗3+5
11 )

N(1, 1, m, k) =
+N(2, 1, m∗4−k∗1+1

11 , −m∗1+k∗3+8
11 )

N(1, 1, m, k) =
+N(1, 1, m∗4−k∗1+0

11 , −m∗1+k∗3+0
11 ) + N(1, 1, m∗4−k∗1+11

11 , −m∗1+k∗3+0
11 )

N(1, 2, m, k) =
+N(1, 2, m∗4−k∗1+10

11 , −m∗1+k∗3+3
11 ) + N(2, 2, m∗4−k∗1−1

11 , −m∗1+k∗3+14
11 )

N(1, 2, m, k) =
+N(1, 2, m∗4−k∗1+9

11 , −m∗1+k∗3+6
11 ) + N(2, 2, m∗4−k∗1−2

11 , −m∗1+k∗3+17
11 )

N(1, 2, m, k) =
+N(1, 1, m∗4−k∗1+8

11 , −m∗1+k∗3−2
11 ) + N(1, 2, m∗4−k∗1+8

11 , −m∗1+k∗3+9
11 )

+N(2, 2, m∗4−k∗1−3
11 , −m∗1+k∗3+9

11 )
N(1, 2, m, k) =
+N(1, 2, m∗4−k∗1+7

11 , −m∗1+k∗3+1
11 )

N(1, 2, m, k) =
+N(1, 2, m∗4−k∗1+6

11 , −m∗1+k∗3+4
11 )

N(1, 2, m, k) =
+N(1, 2, m∗4−k∗1+5

11 , −m∗1+k∗3+7
11 ) + N(2, 1, m∗4−k∗1+5

11 , −m∗1+k∗3+7
11 )

N(1, 2, m, k) =
+N(1, 1, m∗4−k∗1+15

11 , −m∗1+k∗3−1
11 ) + N(1, 2, m∗4−k∗1+4

11 , −m∗1+k∗3+10
11 )

N(1, 2, m, k) =
+N(1, 2, m∗4−k∗1+3

11 , −m∗1+k∗3+2
11 ) + N(1, 2, m∗4−k∗1+3

11 , −m∗1+k∗3+2
11 )

N(1, 2, m, k) =
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+N(1, 2, m∗4−k∗1+2
11 , −m∗1+k∗3+5

11 )
N(1, 2, m, k) =
+N(1, 2, m∗4−k∗1+1

11 , −m∗1+k∗3+8
11 )

N(1, 2, m, k) =
+N(1, 1, m∗4−k∗1+11

11 , −m∗1+k∗3+0
11 ) + N(1, 2, m∗4−k∗1+0

11 , −m∗1+k∗3+0
11 )

+N(2, 2, m∗4−k∗1+0
11 , −m∗1+k∗3+11

11 )

N(2, 1, m, k) =
+N(2, 1, m∗4−k∗1−1

11 , −m∗1+k∗3+3
11 ) + N(2, 2, m∗4−k∗1−1

11 , −m∗1+k∗3+3
11 )

N(2, 1, m, k) =
+N(2, 1, m∗4−k∗1−2

11 , −m∗1+k∗3+6
11 ) + N(2, 2, m∗4−k∗1−2

11 , −m∗1+k∗3+6
11 )

If there are any ambiguities, we may take them into account in any
way or use the formalism of structurized sequences, which is described
in [2,6] and in some other works of author. Here we can use some
variant of it. Considering for simplicity only such substitutions, that
∀i ∈ Z∗ ωA(i) = i...i, we shall mean under the word of length r > 2
either the word of first type, or the word of second type: word of first
type is defined as the collection (i ∈ Z∗, j ∈ Z∗, m, l, k), k > 0, 0 < m ≤

|ωk
A(i)|, ij − admissible word, 0 < l ≤ |ωk

A(j)|, r = m + l, m > |ωk−1
A (i)| or

l > |ωk−1
A (j)|, word of second type is the collection (i ∈ Z∗, A, B, m, l, k),

where A, B-words, k > 0 is such that either |ωk
A(1)| ≥ r > |ωk−1

A (1)|

or |ωk
A(2)| ≥ r > |ωk−1

A (2)| and ωA(i) = AuBvC, B 6= Λ, 0 < m ≤

|ωk−1
A (u)|, 0 < l ≤ |ωk−1

A (v)|; r = m+ l + |ωk−1
A (B)|. Of course to the word

of any type the concrete admissible word naturally corresponds, so we can
assign to our "words" the | |1 and | |2, first and last letter.

Introduce instead of N(i, j, m, k) the other number Nst – number of
collections of both types, i, j, m, k being of the same sence, where the
words of first type (i1, j1, m, l, k) are counted with the coefficient

c(i1, j1) =
∑

i2

∑

A,C
Ai1j1C=
ωA(i2)

1 +
∑

{i2,j2}
i2j2−admissible

ωA(i2)=...i1
ωA(j2)=j1...

1,

then one can prove, that Nst(i, j, m, k) satisfies this recurrence. In every
case the results of computer calculations agree with it (for many substitu-
tions) .

We are going to prove for our substitution, using this recurrence, that
the diapasons of excesses of appropriate (though other then previous) sets
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of words with fixed length, are growing too with growth of this length. We
study some subsets of sets of admissible words of sort 1A2, so, if on this
set the sufficient diapasons can be realized, we don’t need the property 3.
What tells us about such words our recurrence? We have

(2) N(1, 2, m, k) >
∑

A,B,C,D
A1B=ωA(1)
C2D=ωA(2)

N(1, 2, m(A, B, C, D), k(A, B, C, D))

Given m, k we apriory are not sure in that the A, D from the list of
formula (1) exist, such that det(GA)|l.c.d (t22 ∗ (m + |A|1 + |D|1) − t21 ∗
(k + |A|2 + |D|2),−t12 ∗ (m+ |A|1 + |D|1)+ t11 ∗ (k + |A|2 + |D|2)), what is
necessary for us. Still in fact for N(1, 2, m, k) it is so even for the members
of (2) (and it was computer to prompt it), as is seen from our fragment of
TeX-file. Of course, in general case, properties det(GA) 6= 0, (t11, t12) = 1
and (t21, t22) = 1 imply that contemporarily det(GA)|(t22 ∗ (m + |A|1 +
|D|1)− t21 ∗ (k+ |A|2 + |D|2)) = dd or not and det(GA)|(−t12 ∗ (m+ |A|1 +
|D|1)+ t11 ∗ (k+ |A|2 + |D|2)) = uu or not. Because, for any integer a, b we
have, noting a∗t11+b∗t12 as e and a∗t21+b∗t22 as f , det(GA)|(e∗dd+f∗uu).
It did allow us to find for every n the large interval In = [u(n), v(n)], such
that k ∈ In implies N(1, 2, n− k, k) > 0. We define them in the following
way. For n < 18 we calculate the sets of all k, such that N(1, 2, n−k, k) > 0
(they turned to be the intervals). For n > 17 we get the intervals, using
the lists from recurrence (2). The quickness of calculations was founded
on inequality 0 ≤ u(n + 1)− u(n) ≤ 1, 0 ≤ v(n + 1)− v(n) ≤ 1, proved by
induction, using special tables, made by computer.

Further strategy is analogous to that of [1]. Though in [1] we consider
all the admissible words, and not special subset, the method (described
below) can be applied. Denote as ω the number t11 + t12 − t21 − t22 (we
suppose that it is > 0, here it is 1). Let θ > θ1 > 1 be the eigenval-

ues of GA. For any natural N we denote dN
1 = µ(2̃)∗N−u(N))

Nβ , (where

β = log
2

θ1

log
2

θ
), dN

2 = v(N)−µ(2̃∗N)
Nβ . For any natural N1 < N2 we de-

note c1(N1, N2) = min
N1≤n≤N2

dn
1 , c2(N1, N2) = min

N1≤n≤N2

dn
2 We choose some

large natural N1, N2, such that N2 > θ ∗ N1 + ω ∗ N
β
1 c2(N1, N2), fur-

ther we denote as N∗ the number [θ ∗ N2 − ωc1(N1, N2)N
β
2 ] and prove,

that using only the words of sort ωA(A), N1 ≤ |A| ≤ N2, which are
present in the list of formula (2) for our substitution, we can estimate

from below c1(N2 + 1, N∗) as c1(N1, N2) − λN
−β
2 , c2(N2 + 1, N∗) as
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c2(N1, N2)(1 − ωc2(N1, N2)(
N2

θ
)β−1 1

θ
)β − λN

−β
2 , where λ = det(GA) =

t11t22 − t12t21. Further, iterating the transformation (N1, N2) → (N1, N
∗)

we evaluate c1(N1,∞), c2(N2,∞). So, if for some initial N1, N2 we
shall have such c1, c2, that c1(N1,∞) > 0 and c2(N1,∞) > 0, then
we obtain the proof of the fact, that excess tends to infinity. We took
N1 = 535. Resulting estimates of [1] are the following ones. Denote

ωc2(N1, N2)(
N2

θ
)β−1 1

θ
as α, θ − 1

N2

− ωc1(N1, N2)N
β−1
1 as ν. Then

c1(N1,∞ > c1(N1, N2) −
λ

N
β
2

1
1−ν−β , c2(N1,∞ > c1(N1, N2) −

λ

N
β
2

1
1−ν−β +

c2(N1, N2)β ln(1 − α) 1
1−νβ−1 . Calculations did show, that c1(N1,∞) >

0, c2(N1,∞) > 0.
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