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G. A. Veprev

SCALING ENTROPY OF UNSTABLE SYSTEMS

ABsTrRACT. In this paper, we study the slow entropy-type invariant
of a dynamic system proposed by A. M. Vershik. We provide an
explicit construction of a system that has an empty class of scaling
entropy sequences. For this unstable case, we introduce an upgraded
notion of the invariant, generalize the subadditivity results, and pro-
vide an exhaustive series of examples.

§1. INTRODUCTION

The classical notion of Kolmogorov—Sinai entropy is based on the dy-
namics of measurable partitions of a measure space. For the case of zero
entropy systems, A. M. Vershik proposed (see [1, 2]) a new approach based
on the dynamics of functions of several variables. In topological dynamics,
a metric space is usually fixed, and one considers invariant measures on it.
In contrast to that, we will implement Vershik’s approach, which is the fol-
lowing. We fix an automorphism of a measure space and vary a measurable
metric (semimetric) on the space. For some metric and sufficiently small
e > 0, we consider the sequence of the e-entropies of averaged metrics.
This family of sequences increases in € and often has a limit as ¢ goes to
zero. If this limit exists, we say that the system is stable. The limit itself
does not depend on the choice of the metric (see [4]) and is proved to be
subadditive (see [5]). Note that similar constructions (measure—theoretic
complexity) were considered in [7] and [8].

In this paper, we show that this limit does not necessarily exist in the
classical sense. However, the invariant can be extended to the general case
(see Sec. 3). We also prove its subadditivity and construct a complete
family of examples.

Now let us proceed to the formal definitions.

Key words and phrases: zero entropy, scaling entropy, subadditivity, nonstable
systems.
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[§ G. A. VEPREV

Let (X, i, p) be a standard probability measure space endowed with a
measurable semimetric p on X, meaning that p(z,y) is a symmetric non-
negative measurable function on (X2, u?) satisfying the triangle inequality.
For a given positive ¢, we define the e-entropy of (X, u, p) in the following
way.

Definition 1. Let k be the minimum positive integer such that X decom-
poses into a union of measurable sets Xo, X1, ..., Xx with u(Xo) < € and
diam, (X;) < e for all i > 0. Set

HE(Xaua p) = 10g2 k.
If there is no such k, set Ho(X, p, p) = +00.

Assume that for some semimetric p its e-entropies are finite for all posi-
tive €. In [3] it is shown that this property is equivalent to the separability
of p on a set of full measure. In this case, the semimetric is said to be
admissible.

Now let T be an invertible measure-preserving transformation of the
standard measure space (X, ). For n € N, denote by T} p the T-averaged
semimetric:

Top(r,y) =

S|

n—1
> p(TFa, Try), x,y € X.
k=0

Clearly, if p is admissible, then Ty p is admissible too.

Another condition requires the semimetric to be nontrivial. We say that
p is generating if there exists a set X’ C X of full measure such that for any
z,y € X’ there is n € N with T* p(x,y) > 0. For example, any measurable
metric is generating.

Consider the following function:
Q,(n,e) =H(X,p, Toyp), neN, e>0.

Note that ®,(n,e) < +oo for all € and n provided that p is admissible. In
general, the function ® depends on &, n, and the semimetric p. However,
its asymptotic behavior in a sense does not depend on € and p, i.e., it is
an isomorphism invariant of the dynamical system. The following result is
proved in [4].

Theorem (Zatitskiy, 2015). Let T be an automorphism of a standard mea-
sure space (X, u). Suppose that for some admissible generating semimetric
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p on (X, ) there is a sequence {h,} such that for all sufficiently small
e>0

®,(n,e) < hy.
Then for any admissible generating semimetric w and any & small enough,

Dy, (n,e) < hy.

Here and in what follows, for two sequences ¢(n) and 1 (n), the relation
¢ < 1 means that there exist two positive constants ¢ and C such that
cp(n) < P(n) < Co(n) for all n € N.

Definition 2. In this case, we call the sequence h, a scaling entropy
sequence of (X, u, T), and the system itself is said to be stable.

Some important properties of the system can be described in terms of its
scaling sequence. For example, if the Kolmogorov—Sinai entropy is positive,
then one can choose h,, = n as a scaling entropy sequence of the system.
In [3] it is shown that the scaling sequence is bounded if and only if the
automorphism has a pure point spectrum. In [5] F. V. Petrov and P. B. Za-
titskiy proved that if a scaling sequence exists, then it can be chosen to
be increasing and subadditive. Conversely, there exists a stable ergodic
system with a given increasing subadditive scaling entropy sequence, i. e.,
the complete classification of possible scaling sequences was obtained in
the stable case.

Until now, it was unclear whether or not unstable systems exist. In
this paper, we give a positive answer to this question and generalize the
scaling entropy sequence invariant to the general case. Also, we construct
an exhaustive family of examples.

Acknowledgments. The author would like to thank Anatoly Vershik for
his attention to this work. The author is also grateful to his supervisor
Pavel Zatitskiy for many helpful discussions.

§2. CONSTRUCTION OF AN UNSTABLE SYSTEM

Theorem 1. There exists an ergodic system (X, u,T) and an admissible
semimetric p on X such that the asymptotic behavior of He (X, u, Tip)
essentially depends on e, meaning that for any € > 0 there exists § such
thate > 6 > 0 and

He (X, 1, Tavp) 5 Hs (X, 1, T3 p).-
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Here ¢ < ¢ means that there is a positive constant C such that ¢(n) <
C¥(n) for all n € N. We write ¢ 5 9 if ¢ < 1) but not ¢ < 1.

Proof. Let A = {¢,}2>_; be an infinite family of subadditive functions
on N such that ¢ 3 dmy1. One could choose ¢, (n) = log™(n), for
instance. By [6], there is a family of corresponding ergodic systems S,, =
(Xm, b, Trm) such that for all m, any admissible generating semimetric
pm on (X, tm), and all positive e small enough,

HE(Xma Nma ngpm) = ¢m(n)

For each m € N, we fix an admissible generating semimetric p,;, < 1 on
(Xoms ttm). Then we define a system U4 as the product of S,,:

- o0 o0 o0
W:<Hf“IPWJLM>

o0
where the automorhism [] T, acts independently on each factor. Now,
m=1
by the ergodic decomposition theorem, there exists an ergodic measure p

o0
on [[ X, such that all its coordinate projections coincide with the initial
m=1
measures [i,,. Let us change the measure to obtain an ergodic system

Uy = <H X, 1, H Tm> .
m=1 m=1

[ee]
Define a semimetric p on the product space as follows: for all z,y € [[ X,

m=1
=1
p(:E,y) = Z Q_mpm(xmaym)'
m=1

Clearly, p is generating, and, as we will show below, its e-entropies are
finite for all . Therefore, p is admissible and generating.

Lemma 1. Let Uy and p be the product system and the semimetric de-
scribed above. Then

R(e)
He(Ua, Tip) < Y Hoe s (Xons tims (Tin) oy pm)s € >0,
m=1

where R(e) = —log(e).
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Proof. Let us fix some n € N and ¢ > 0. For each X,, consider its
decomposition into subsets A(m) ..,Am) such that p (Aém)) < 236(5)

(2

10g km = HQRE(E) (Xma Homy (Tm)ZV pm)'

Let 7, be the standard projection onto X,,,. The construction of p implies
that m,, is measure-preserving. Denote

A =t (4.

and diamrn . (A(m)) < 2126(5) for ¢ > 0. Here

R

Define a new error set Ko = |J Aém), where R = R(g) = —log(e).
m=1

Clearly,

R
am) €
KO) < mz_le < 5

For every J = (j1,...,jr), where j, lies in {1,..., kp,}, define

R
Ky= () A"\ K.

m=1
Note that
=1
avpxy Z_m avpmxy)
m=1
Therefore,
1
diamT;;p (K]) < Z 2—m diamT:me Tm (K])
m=1

oo
. 1.
diamrn p,, A§:) + Z om diamrn p,, X
m=1 m=R+1
€ e €
<SR- —+27F 1<y -=
T 2 37 °
So, we have constructed a partition K = { K ;} ;U{ Ky} such that u(Ky) < e
and diamrn , Kj < &. The cardinality of K does not exceed ki -kz-...-kr+1.
Thus,

N
(1=
[\
3=

R(e) R(e)
He(Ua, Ty p) <log (IK] = 1) < Z Fm = Z Hﬁ(a)(vaﬂmv (Tin) g P)s
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as required. O

Now, assume that U4 is stable, i. e., there exists some €9 > 0 such that
for any € < gg the following equivalence holds:
He (X, p, T3 p) = Heo (X, 1, T3 p).-
By Lemma 1, one has
R(eo)
He (X, 1, Tp) S Z H_<o (X, s (Tk)1y) S OR(e0) (R)- (1)
k=1

2R(eqg)

Let h, be a scaling entropy sequence of the system. By the previous for-
mula, h, does not exceed ¢p(c,)(n) asymptotically. However, in [6] it is
proved that a scaling entropy sequence of a system grows not slower than
the entropy sequence of a factor system. This implies that for any m

hn Z dm(n).
One can, for instance, choose m = R(egg) + 1 and obtain a contradiction.
Therefore, our assumption is false, and the system U4 is not stable. [

§3. INVARIANCE

The purpose of this section is to generalize the notion of the scaling
entropy sequence invariant to the general (unstable) case. In this case, it
will be some equivalence class of functions of two variables. Let us define
the equivalence relation.

Definition 3. Let &, ¥: NxR; — R be two functions that are decreasing
with respect to their second arguments. We will write ® < WU if for any
€ > 0 there is 6 > 0 such that

®(n,e) S ¥(n,d).
We will say that ® and ¥ are equivalent if ® < W and ¥ < ®. In this case,

we will write ® ~ V.

Clearly, the relation < is a partial order on the set of equivalence classes.
We will denote by [®] the class of a function ®.

Assume that a measure-preserving system (X, p,7T) with an admissi-
ble semimetric p is given. Let us define the scaling entropy of the system
(X, u, T) with respect to the semimetric p as the following equivalence class:

H(X, 1, T, p) = |He(X, 1, Ty p) | -
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In fact, this class does not depend on the choice of a generating admis-
sible semimetric. Moreover, in [4] the following theorem is proved.

Theorem (Zatitskiy, 2015). Let (X, u, T) be a measure-preserving system.
Assume that p is an admissible generating semimetric with a finite integral
over (X2, u?). Then for any admissible semimetric w with a finite integral
and any € > 0 there exist positive ¢ and § such that

HE(Xa s Te:i/w) < CH5(Xa Hy T;i,p)

Corollary 1 (invariance). Let p and w be two admissible generating semi-
metrics with finite integrals. Then

HX, 1, T, p) = H(X, 1, T, w).
This corollary allows us to give the following definition.

Definition 4. The scaling entropy of the system (X, u, T') is the following
class:

H(X, 1, T) = H(X, 1, T, p),
where p is an arbitrary admissible generating semimetric with a finite in-
tegral.

An important example of such a semimetric is the cut semimetric cor-
responding to a (countable) generating partition. Another useful corollary
gives an estimate of the scaling entropy of a factor system.

Corollary 2. Let ()?,ﬁ, f) be a factor of a measure-preserving system
(X, 1, T). Then

H()?,ﬁ, f) < H(X, u,T).

§4. SUBADDITIVITY

In this section, we prove that the scaling entropy of a system is in-
creasing and subadditive with respect to n. Conversely, every increasing
in n subadditive function (decreasing in ¢) can be obtained as the scaling
entropy of some automorphism.

Definition 5. We say that a function ®(n,e) is subadditive if for all
e >0 and for any k,m € N,

O(k+m,e) < ®(k,e) + D(m, €).
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Theorem 2. Let (X, u,T) be a measure-preserving system. Then there
exists a subadditive function ®(n,e) increasing in n and decreasing in e
such that

e H(X,pnT).
Proof. We will use the following estimates proved in [5].

Lemma 2 (Petrov, Zatitskiy, 2015). Let p1,...,pr be admissible semi-
metrics on a measure space (X, u) with p; <1 for all i < k.

(1) Suppose that € > 0 and He (X, u, p;) > 0 for all i < k. Then

k
1
HQ\ﬁ(Xa,uaE E pz) <2 E HE(Xa,uapi)'
i=1

i=1
(2) There exists m < k such that

k
1
HQﬁ(X7Mapm) < He <X5/~l/7 E Zp’t> .
i=1

Now, let p < 1 be an admissible generating semimetric. Denote
U(m, £) = (X, 1, T2p).

Proposition 1. The following inequalities hold.
(1) For all k,n € N and positive € small enough,

2
U(kn,e) < 2kT <n, Z)
(2) For all k,n € N with k < n,
U(n,e) > \I/(k2\/2_5)

Proof. Let us prove the first inequality. Note that for ¢ < % [ p the e-en-
X2

tropy of p is positive. Also, any averaged semimetric T,p has the same

integral as the initial one; therefore, its e-entropy is positive too. Let us

fix such € > 0 and some k,n € N. For ¢ < k define
pi =T T p,
Clearly,

Thp =

k
Z Pi-
i=1

| =
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Applying Lemma 2, we obtain
k
H. (Xa Ky Tgicvnp) <2 Z H.2 (Xv Hes Pz) = 2kH .2 (Xa Ky ngp)
i1 4 4
The first part is proved.
Let us proceed to the second inequality. Let n = km + r, where r < k.
Note that r < 5. Then

1 &m n—r 1 &m 1
i — i k
Tap 2 2 To> == 2 o= 5Tl
= P

Thus,
mn 1 m m
He(X, 1, Tiop) > He (X, 15T p> > Hae (X, 1, T p).
Now apply the second part of Lemma 2 for the semimetrics p; =TT p.
We obtain
H. (Xa Ky ngp) > Hae (Xa Ky Tgicvmp) > HQ\/Q? (Xa Ky Tgicvp) U

Lemma 3. Let n(n), ¢(n), and (n), n € N, be sequences of nonnegative
real numbers. Suppose that
o(kn) < kyp(n) for k,neN (2)

and

o(n) =n(k) fork <n. (3)
Then there exists an increasing subadditive function 8(n) such that

n(n) < 6(n) < 2¢(n).

Proof. Let

Bln) = inf B(m) < o(n)

It is clear that 3 is increasing and, by (3), for any k < n

$(n) = (k).
Also, by (2), for all k,n € N

~

o(kn) < ¢p(kn) < kip(n).

Define 8 as follows:

o~

f(n) = il>1f0) @ < Y(n).
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Obviously, 8(n) > ¢(n). Note that  increases, because ¢ increases, and

a(kn) =sup ———= ¢mkn) =k sup $(mkn)
m>0 M m>0 Mk >0 !

Now define 6 as

N

x<§(n+1),(n+1) sup M) B(n +1).

m>2n+1 m
Second, 6 is subadditive:
b 7 b
0(k4+n) = (k+n) sup bm) < k sup ﬂJrn sup blm) = 0(k)+6(n).
m>k+n 1 m>k MM m>2n 1M

It only remains to show that 6(n) < 2¢(n). Indeed,

0(n[%] +n)

f(n) =n sup —=

< n sup
m>n m>2n m
n|Z+n ~
< sup 5] f(n) < 2¢(n) O
m>=n m

Now let us complete the proof of the theorem. For a fixed ¢ > 0, we use

Lemma 3 with n(n) = ¥(n, 2\/@ p(n n,e), and P(n) = 2¥ (n, %);

conditions (2) and ( ) of Lemma 3 are guaranteed by Proposition 1. We
obtain an increasing subadditive function ©(n,e) such that

v (n,2v22) < O(n.c) < 4¥ <n %) (4)

It only remains to make it decreasing in €. To do this, let us find a sequence
{ex}32, such that O(n,e) < 40(n,ex4+1) for all k,n € N and ¢;, tends
to 0. This can always be done due to inequality (4). For € > 0, denote by
v(g) the smallest k such that £, < e. Then set

b(n,e) = 4k@(n, E,Y(E)).
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It is easy to see that ® ~O ~ U; therefore, ® € H (X, 1, T), as required. [
The next theorem gives the opposite result. It completes the description
of the possible values of the invariant.

Theorem 3. Let ®(n,e) be a subadditive function of two variables in-
creasing in n and decreasing in €. Then there exists a measure-preserving
system (X, u, T) such that

e H(X, 1, T).

Proof. We will use the construction of an unstable system described in

Sec. 2. Let,
bm(n) = @(n, i).
m

Note that ¢, (+) is increasing and subadditive. Denote A = {¢y, }o_,. Let
us construct the system U4 and show that ® € H(U,4). Lemma 1 gives an
upper bound for any fixed ¢ > 0:

R(e)

HE(UAa Te::/p) < Z HQRE(E) (Xka Bk, (Tk)zv pk) § ¢R(E) (n)
k=1

Therefore,
H(UA) = D.
However, U 4 has a stable factor (A, ttm, Trm). Then for all m > 1

Thus, H(U4) > D, as required. O

§5. ON THE MINIMALITY OF THE RELATION

It might seem that the equivalence relation we defined is too strong. The
question is whether § in Definition 3 can be improved. Can ¢ be controlled
by some function of €7 Note that the proof of the subadditivity (Theorem 2)
requires § = 4e2 only. If there exists a weaker equivalence relation, then
the invariant can separate more systems. However, the following theorem
claims that our relation is sharp in this sense.

Theorem 4. Let f: (0,1) — (0,1) be an increasing function. Then there
exists a measure-preserving system (X, u, T') and two admissible generating
semimetrics p and w on X such that for any €9 > 0 there is € such that
0<e<eg and

HE(XauﬂTe:i/w) q>o Hf(&)(Xa,Lth;/p) (5)
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Proof. Let us first prove the following proposition.

Proposition 2. Let h: (0,1) — (0,1) be some map. Then there exists
k € (0,1) such that there is an increasing sequence in h=*(k,1).

The proof of the proposition is clear. Indeed, any subset of the real line
that contains no infinite increasing sequence is countable.

Now let {1)o(n)}, a € (0,1), be a family of increasing subadditive func-
tions such that ¢, () T Ya,(n) for any a; < . For example, one can use
Yo (n) = log'T®(n). Consider the corresponding stable measure-preserving
systems (Yy, Vo, Ro) and admissible generating semimetrics 7, < 1 such
that for any positive € < h(a)

HE(YOM Va, (Ra)gv’ra) = 1/’a(”)~
By Proposition 2, we obtain some x > 0 and an increasing sequence
{am}So_; such that h(a.,) > k for all m > 0. Let us define ¢y, = g,
and let A be the family of ¢,,. Now let us construct U4 as in Sec. 2 using
(Yo s Vam s Ry ) = (X, fim, Tm) as the coordinate factors.
Define p as the standard semimetric on U 4:

oo

1
p(:ﬂ,y) = Z Q_mpm(xmaym)7

m=1

where p,,, = 7q4,,. We will look for w in a similar linear form:

w(:c,y) = Z Cmpm(xmaym)a

m=1
where 1 > (), > 0 and anozl C,, is finite. Note that any semimetric of
this type is always generating and admissible.
For all m, n > 1,
HE(UA7 Tgﬁ;w) = HE(UA) CmTz:f;pm) = Ha(Xm; Homs Cm(Tm):v)-
Using the fact that C,, < 1, we obtain
Ha(XmaCmT: pm) > H -

v Cm

(X, Toy, pm) X @m(n),

while = < k. Therefore,

Cm
He (Ua, Tiw) 2 ém (1)

for all m such that C,, > k™ 'e. Let K(g) be the largest such m.
However, Lemma 1 gives an upper bound on the e-entropy of p:

HE(UAa Te:i/p) § (ZSR(E) (n)a
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where R(e) = —loge. Hence,

Hy ) (Ua, T5p) S r(s(e)) (1)
Inequality (5) holds for every e such that

K(e) > R(f(¢))-
And this is true when
Cripenn > K e
Now let €, = x277 for p € N and set Cr(s(c,))+1 = 271, < 1. If some

C,, is not defined yet, set C,,, = 27™. Clearly, the obtained semimetric w
is as required. O

REFERENCES

1. A. Vershik, Dynamics of metrics in measure spaces and their asymptotic invari-
ants. — Markov Process. Related Fields 16, No. 1 (2010), 169-185.

2. A. M. Vershik, Scailing entropy and automorphisms with pure point spectrum. —
St. Petersburg Math. J. 23, No. 1 (2012), 75-91.

3. A. Vershik, P. Zatitskiy, F. Petrov, Geometry and dynamics of admissible metrics
in measure spaces. — Cent. Eur. J. Math. 11, No. 3 (2013), 379-400.

4. P. B. Zatitskiy, Scaling entropy sequence: invariance and examples.— J. Math. Sci.
209, No. 6 (2015), 890-909.

5. P. B. Zatitskiy, F. V. Petrov, On the subadditivity of a scaling entropy sequence.
— J. Math. Sci. 215, No. 6 (2016), 734-737.

6. P. B. Zatitskiy, On the possible growth rate of a scaling entropy sequence. — J.
Math. Sci. 215, No. 6 (2016), 715-733.

7. S. Ferenczi, Measure-theoretic complezity of ergodic systems. — Israel J. Math.
100 (1997), 187—207.

8. A. Katok, J.-P. Thouvenot, Slow entropy type invariants and smooth realization of
commuting measure-preserving transformations. — Ann. Inst. H. Poincaré Probab.
Statist. 33 (1997), 323-338.

Leonhard Euler
International Mathematical Institute,
St. Petersburg, Russia

IToctynumno 20 cenrsiops 2020 r.

E-mail: egor.veprev@mail.ru



